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|. Edge Computing

1) Overview
https://en.wikipedia.org/wiki/Edge _computing

https://www.networkworld.com/article/3224893/what-is-edge-
computing-and-how-it-s-changing-the-network.html

HOW EDGE
COMPUTING WORKS
Edge computing allows data
frominternet of things devices

to be analyzed at the edge

of the network before being sent
toadatacenter or cloud.
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2) Outstanding Platforms

2.1 EdgeX Foundry
https:/lwww.edgexfoundry.org/

EDGEXCFOUNDRY @
Platform Architecture g REPLACEABLE REFERENCE SERVICES

“NORTHBOUND” INFRASTRUCTURE AND APPLICATIONS

LOOSELY-COUPLED MICROSERVICES FRAMEWORK CHOICE OF

PROTOCOL
EXPORT SERVICES

CLIENT REGISTRATION DISTRIBUTION II ADDITIONAL SERVICES

SUPPORTING SERVICES

S3DINY3S
TVYNOLLIaay

ALERTS & |I
RULES ENGINE SCHEDULING NOTIFICATIONS LOGGING

ALL MICROSERVICES INTERCOMMUNICATE VIA APIs

CORE SERVICES

SECURITY
SECURITY SERVICES
INIWAO14d3a
HINIVINOD

-
CORE DATA —1 COMMAND METADATA U! | REGISTRY & CONFIG

. N 2

DEVICE SERVICES (ANY COMBINATION OF STANDARD OR PROPRIETARY PROTOCOLS VIA SDK)
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REST OPC-UA MODBU! BACNET ZIGBEE VIRTUAL DEVICE
SERVICES

ININIDVYNVIA INJLSAS + 3DIA3A
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“SOUTHBOUND" DEVICES, SENSORS AND ACTUATORS

Migrating from to since 1.0 release




2.2 StarlingX
https://www.starlingx.io/

StarlingX is a complete cloud infrastructure software
stack for the edge used by the most demanding

applications in industrial |0T, telecom, video = Hardened cloud-native platform integrating Kubernetes and OpenStack on dedicated physical
delivery and other ultra-low latency use cases. With servers

deterministic low latency required by edge = Containerized OpenStack based on the Stein release

applications, and tools that make distributed edge = Kubernetes-based edge sites for containerized workloads

manageable, StarlingX provides a container-based StarlingX is closely aligned with the OpenStack code base. Qut-of-tree patches continue to decline
infrastructure for edge implementations in scalable ith the new release of StarlingX, and plans are to eliminate them entirely with the Train release
solutions that is ready for production now. his fall.

OpenStack Components

Compute Networking Identity Management Image Management

Bare Metal Block Storage Object Storage Orchestration

Kubernetes Components O

Kubelet Dashboard Scheduler Controller Manager
DNS Service API Server Network Proxy
Infrastructure

New StarlingX Services Orchestration

Wt X B X

Configuration Fault Host Service Software
Management Management Management Management Management

There are more OpenStack and Kubernates components used than represented In this diagram.




2.3 Akraino

https://lwww.lfedge.org/projects/akraino/
Akraino Edge Cloud Stack

Akraino Ul Dashboard Admin Ul User Ul

Akraino Workflow | Platform Workflows Comunda

. APls Edge API Edge Cloud Integration API
Edge Application and APls ——
Applications & VNF Sample Edge App (CDN)

Edge Application & Orchestration Lightweight Edge App Orchestration  TBD

NFV Orchestration NFC Domain Specific Orchestration =~ ONAP Amsterdam

Infra Orchestration OpenStack

Storage SDS (Cpeh)
Edge Platform Software Components Network Control Plane Calico

Network Data plane SRIOV ovs
. Operating System Ubuntu

Kubernetes

CI-CD Deployment Tool

Network Edge Cluster Open19

https://www.opennetworking.org/wp-content/uploads/2018/12/ONF_Connect_Openl19 and_Akraino.pdf




Akraino on ARM

with OCP Oper
1 16 core SKUs
bit and 64bit Support
Mv8 64-bit CPU cores 3

KB L1 I-cache, 32 KB L1 D-cache per core

bit DDR4-2
DIMMs and

SPECrate2
SPECint

Sample Q419
MP Q120

Feature
Form factor Proprietary ( 407.95 x 205.8 mm)
Processor Marvell ThunderX2 CPU with up to 32 cores, 128 threads
Support 2.2GHz in nominal mode, 2.5Hz in Turbo mode.
Chipset SoC
8 x DIMM slots support/8 channel
DDR4 2666 MT/s @ R-DIMM with 1DPC configuration
T to backplate
ment LAN 10/100/1G

Memory
LAN

VGA / VRAM Integrated in BMC
BMC ASPEED AST2

Expansion 1 xPCle x16 (@Gen 3 x16)
Slot 1x OCP mezzanine PCle (@Gen 3 x16)(TYPE 1 P1,P2,P3,P4 NCSI support)

Storage

RearlO 2 x USB3.0
1 x ID Button, System RST BTN; PWR BTN,

https://www.marvell.com/server-processors

https://www.opennetworking.org/wp-content/uploads/2019/09/2pm-Tina-Tsou-Efficient-Computing-at-

the-Edue-wit=-Arm=-for=-SEBApdf




3) Status, Trend, and HCI
3.1 ARM Ecosystem in 2019

Model Memory (GiB) Instance Storage Network Bandwidth (Gbps) EBS Bandwidth (Mbps)
al.medium 2 EBS-Only Upto 10 Up to 3,500
allarge 4 EBS-Only Up to 10 Up to 3,500
al.xlarge EBS-Only Upto 10 Up to 3,500
al.2xlarge EBS-Only Upto 10 Up to 3,500
al.axlarge Only Up to 10 3,500

al.metal EBS-Only Up to 10 3,500

* al.metal provides 16 physical cores

Kunpeng 920
ARM-based CPU with the industry’s highest performance




ARM Neoverse

Arm Announces Neov N1 & El Platforms &
CPUs: Enabling A Huge Jump In Infrastructure
Performance

Arm® NEOVERSE™ soC
DAWN Ares Platform ‘

about environment reproducibility at architecture level. The second problem is that he believes that every kind of development is as platform sensitive as kernel hacking, and he
even makes the example of Perl scripts. The reality is that one year ago I started the effort to support ARM as a primary architecture for Redis, and all I had to do is to fix the
p v7 if I remember correctly, but for a subset of instructions (double words
tores). Other than that, Redis, that happens to be a low | piece of code, just worked on ARM, with all the tests passing and no stability problems at all. I can't relate to
at Linus says there. If a low level piece of code written in C, developed for many hout caring about ARM, just worked almost out of the box, I can't see the Ruby or Node
application to fail once uploaded to an ARM server.




Linaro
https:/lwww.linaro.org/

Linaro helps you work with the latest open source technology,
building support in upstream projects and ensuring smooth
product roll outs and secure software updates. Instead of
duplicating effort, members share engineering costs to accelerate

innovation and time to market.

Datacenter & Cloud Edge & Fog Computing R = Consumer loT & Embedded

Autonomous Vehicles 1' Artificial Intelligence High Performance Computing




https://www.96boards.org/
https://www.96boards.org/specifications/

Enterprise Edition
The E

loT Edition

Qualcomm® Robotics RB3
Development Platform

Mezzanine Guid

SoM Edition

TB-96A1

On Camera Mezzanine

WisTrio

Shiratech Bosch Sensor
Mezzanine

Xina Box B901




SOM/COM

https://www.linaro.org/news/linaro-announces-launch-of-
96boards-system-on-module-som-specification/
http://linuxgizmos.com/linaro-launches-two-96boards-som-
specifications/

http://static.linaro.org/assets/specifications/
96BoardsComputeSoMSpecificationV1.0.pdf
https://static.linaro.org/assets/specifications/
96BoardsWirelessSoMSpecificationV1.0.pdf

for ArmTechCon 2018, the
miniNodes Raspberry Pi 3 Computer on Module
(CoM) 5-node Carrier Board enables extreme edge
computing and loT workload processing in a small,
easy to use platform. Final engineering is
wrapping up, so we are opening up Preorders, with

expected delivery in February / March 2019.




http://www.beiqgicloud.com/product_detail.html?pid=CarrierBoard

gdBeards °=g

L
0C

Power LED
Fan connector % CAN

Start mode switching
PCIE

Mezzanine Connector
Mezzanine Connector

SIM Card
ANT RF
th % 2.5G/5G WiFi/BT module
Reset . 2 3 ANTRF
Power ON .

CarrierBoard TB-96Al0T




3.2 Clustering
BitScope Pi Cluster
http://cluster.bitscope.com/

CLUSTER MODULE

The basic building block of scalable BitScope Clusters

High Density, Low Cost

Each mod 144 active nodes, six spare d one r manager
node in a single 6U drawer. Build a 1000 node
$150/node.

Low Power, Low Heat

At less than 5W/node in typical operation yo
including network fabric and air flow.

Perfect for Research

CLUSTER PACK

Cluster Module.

Power & Mounting Solution

luster

No Wires, No Problems




http://bitscope.com/product/blade/?p=about
BitScope Blade for Raspberry Pi

Uno Pi

Quattro Pi

bitscope.com / blade




Oracle RPi Supercomputer
https://www.servethehome.com/oracle-shows-1060-raspberry-
pi-supercomputer-at-oow/




What’s the matter

https://www.servethenome.com/aoa-analysis-marvell-
thunderx2-equals-190-raspberry-pi-4/

Raspberry Pi Units
Raspberry Pi44GB $55.00
PoOE Hat $20.00
3M Ethernet Cable $1.50
Case $7.00
Total RPi Unit Cost $83.50
Rack Hardware
Rack Shelf S78
1/48th Rack Shelf $1.63
PoE Switches and Cables
PoE Switch Mikrotik CRS328-24P-4S+-RM S350
2x SFP+ Uplink Cables S50
1/24th PoE Network $16.67

Network Aggregation Layer
Aggregation SFP+ Switch S500
1/288th Aggregation SFP+ Switch $1.74

Storage
FreeNAS Mini XL+ 24TB Raw $2,400
1/288th Shared Storage $8.33

Total Per RPi 4 in CI/CD Cluster
Total Cost Per RPi 4 4GB $111.86




3.3 New Technologies in the Arm Architecture

SVE2 & TME

https://community.arm.com/developer/ip-products/processors/b/
processors-ip-blog/posts/new-technologies-for-the-arm-a-profile-

architecture

»

&

Built on SVE

Improved scalability

Vectorization of
more workloads

Built on the SVE foundation.
- Scalable vectors with hardware choice from 128 to 2048 bits.
- Vector-length agnostic programming for “write once, run anywhere”,
- Predication and gather/scatter allows more code to be vectorized.
- Tackles some obstacles to compiler auto-vectorisation.

Scaling single-thread performance to exploit long vectors.
» SVE2 adds NEON™-style fixed-point DSP/multimedia plus other new features.
- Performance parity and beyond with classic NEON DSP/media SIMD.
- Tackles further obstacles to compiler auto-vectorization.

Enables vectorization of a wider range of applications than SVE.
- Multiple use cases in Client, Edge, Server and HPC.
- DSP, Codecs/filters, Computer vision, Photography, Game physics, AR/VR,
Networking, Baseband, Database, Cryptography, Genomics, Web serving.
- Improves competitiveness of Arm-based CPU vs proprietary solutions.
- Reduces s/w development time and effort.

Source: “New Technologies in the Arm Architecture”, Nigel Stephens(Fellow, Arm Ltd)
Linaro Connect 2019(Bangkok)




< Hardware Transactional Memory (HTM) for the Arm architecture.

AN

Hardware Transactional

Memory - Failure atomicity.

- Database.

@

Improved scalability

- Network dataplane.
- Dynamic web serving.

- Improved competitiveness with other architectures that support HTM.
- Strong isolation between threads.

Scaling multi-thread performance to exploit many-core designs.

Simplifies software design for massively multi-threaded code.
- Supports Transactional Lock Elision (TLE) for existing locking code.
- Low-level concurrent access to shared data is easier to write and debug.

Simpler software design

LLVM

* Upstreaming of SVE2/TME assembly support to
begin immediately.
Goal of initial SVE2 auto-vectorization & ACLE
upstream by end Q1 CY20.

GNU Tools

* Upstreaming of SVE2/TME assembly, initial SVE2
auto-vectorization & ACLE to begin immediately.
(SVE autovec present since GCC8).

* Targeting GCC10 release at end Q1 CY20.
Glibc

* Aiming for Transactional Lock Elision support in
upstream Glibc by Q3 CY19.

Source:

Arm Tools

*  SVE2/TME support in Arm compiler, debugger
and fast models planned for H2 CY2019.

Documentation
*  SVE2/TME ISA XML available by 15 April 2019.

* SVE literature at
- No ABI changes required by SVE2.

* SVE2 literature — including VLA programmer’s
guide with code examples — available soon.

“New Technologies in the Arm Architecture”, Nigel Stephens(Fellow, Arm Ltd)

Linaro Connect 2019(Bangkaok)




https://community.arm.com/developer/ip-products/processors/b/ml-ip-
blog/posts/bfloatl6-processing-for-neural-networks-on-armv8 2d00 a

The next revision of the Armv8-A architecture will introduce Neon and SVE vector instructions designed to
accelerate certain computations using the BFloat16 (BF16) floating-point number format. BF16 has recently
emerged as a format tailored specifically to high-performance processing of Neural Networks (NNs). BF16is a
truncated form of the IEEE 754 [ieee754-2008] single-precision representation (IEEE-FP32), which has only 7
fraction bits, instead of 23 (see Figure 1).

IEEE FP16

; p fraction
half-precision

BF16

bfloat16 fraction

= - 2
z !E[E FP32 fraction
single-precision

https://www.arm.com/company/news/2019/10/new-arm-ip-brings-

Intelligent-immersive-experiences-to-mainstream-markets
Arm Ethos NPU Family Enables Multiple IP Choices For Devices

* Super Resolution

* Object Detection

* Image Classification
* Speech Translation

Ethos-N37
enury :
. |
. .
<2GB/S




https://www.arm.com/company/news/2019/10/arm-enables-custom-
instructions-for-embedded-cpus?utm_source=twitter&utm_medium=

social&utm_campaign=2019 techcon-marketing _mk17 na-&utm_term=
arm-enables-custom-instructions&utm_content=press-release
https://www.arm.com/why-arm/technologies/custom-instructions
https://developer.arm.com/architectures/instruction-sets/
custom-instructions

or the & ble wou to push perforn
e maintaining all the at

Providing a configuration file that lists the regions vou want to use for adding your own custom instructions.

Building the data path for vour own custom instructions and integrating it into the configuration space.

Flexibility, Efficiency and Armv8-M

More Flexibility, Differentiate Builds on
Less Risk, and Without Armv8-M
No Additional Software

Cost Fragmentation

Arm Custom
Instructions




http://www.pyng.io/
PYNQ is an open-source project from Xilinx® that makes it
easy to design embedded systems with Xilinx Zynq® Systems
on Chips (SoCs).
Using the Python language and libraries, designers can exploit
the benefits of programmable logic and microprocessors in
Zynq to build more capable and exciting embedded systems.
PYNQ users can now create high performance embedded

applications with

¢ parallel hardware execution

¢ high frame-rate video processing
¢ hardware accelerated algorithms
¢ real-time signal processing

¢ high bandwidth IO

¢ low latency control
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3.4 FPGA
Xilinx Vitis & XRT
https://www.xilinx.com/products/design-tools/vitis.htmi

Caffe ‘

Data Finance
Analytics

Application

lera es & Tools
atio

UltraScale

PCle Device MPSoC Edge

Device




3.5 SmartNIC

https://www.nextplatform.com/2018/08/06/living-in-the-smartnic-future/

PACKET PROCESSING CORES
INGRESS

48 PACKET PROCESSING
c CORES

EGRESS
TRAFFIC PACKET PACKET
MANAGER MODIFY REORDER

INTERNAL MEMORY UNITS

PACKET PROCESSING CORES
INGRESS

CHARACTERIZER 48 PACKI:;:TOPRIE%CESSING

EGRESS

TRAFFIC PACKET PACKET
MANAGER MODIFY REORDER

FLOW PROCESSING CORES

ARM SUBSYSTEM EXTERNAL MEMORY UNITS

SECURITY




Use Case
https://www.servethehome.com/packet-launching-microservers-

netronome-smartnics-epyc-surprise/
INNOVATIVE EDGE CLOUD MICROSERVER FORM FACTORS

Open19-based Solution with 4 Microservers

Standard 1U Form Factor Solution with 4 Microservers
and Integrated Netronome SmartNIC

and Integrated Netronome SmartNIC

x26 with

Traditional NIC

x86/Arm with
SmartNIC

EXAMPLE: LOAD BALANCER APPLICATION
. Free CPU Core . CPU Core Consumed

i BN BE == B8
ICs ..‘ . .

and traditional NIC

750W-1,100W
~25Mpps Throughput

~20Mpps
per Microserver

Total Throughput
22% increase in Load Balancer performance while saving 10 CPU cores via hardware offload




3.6 HCI (Hyper-Converged Infrastructure)

https://en.wikipedia.org/wiki/Hyper-converged infrastructure

https://www.nutanix.com/hyperconverged-infrastructure

Hyperconverged infrastructure (HCI) combines common
datacenter hardware using locally attached storage
resources with intelligent software to create flexible
building blocks that replace legacy infrastructure
consisting of separate servers, storage networks, and
storage arrays. Benefits include lower TCO, increased

performance, and greater productivity within IT teams.

Virtualization

Servers

Networking




Virtualization

{ Microserver
Cluster

Networking




4) Summary
Global Edge Computing Market is keep on growing, which
mainly driven by the burst of Internet of Thing

Hardware and software vendors in Edge computing like
"Let a hundred flowers bloom"

Currently, there is no dominant solution provider at Edge like
what AWS, GCP, and Aliyun does at Cloud

Due to the diverse requirement for Edge Computing, and
considering it may meet the resource limitation problem when
comparing with Cloud Computing, so a lightweight and flexible
solution with high cost—performance ratio is still very attractive




Il. Overall Design

1) Design Goals & Principles

Goals

a lightweight Edge Computing solution with high cost-—
performance ratio

flexible and modular architecture

scale out, not scale up
meet the trend for Hyper-Converged Infrastructure at Edge




Principles
no JVM based project is considered
(so Spark, Flink, Kafka, ElasticSearch are excluded...)

reduce the dependencies for Go-based project to least
(though it is difficult to do so...)

make project code reusable and self-contained as much as
possible




2) Hardware Platform

high cost—performance ratio development boards

an increasingly mature ecosystem

a lot of vendors to choose from

lower power consumption

ARM is ruling IoT and Embedded

the major FPGA vendor Xilinx uses ARM as hardware cores
on their Reconfigurable Computing platform




3) Whyis eBPF
3.1 BPF (Berkeley Packet Filter, aka cBPF)
https://en.wikipedia.org/wiki/Berkeley Packet Filter

Before BPF, each OS (Sun, DEC, SGI
etc) had its own packet filtering API

In 1993: Steven McCanne & Van
Jacobsen released a paper titled the
BSD Packet Filter (BPF)

Implemented as “Linux Socket Filter” in
kernel 2.2

While maintaining the BPF language (for
describing filters), uses a different
internal architecture

Source: ebpfbasics-190611051559.pdf




Network packet filtering, Seccomp

tcpdump

Filter Expressions - Bytecode -
Interpret FHEEE -

tcp and udp

Small, in-kernel VM, Register based, libpeap
switch dispatch interpreter, few
instructions

Userspace

ackets
P Kernel

BPF uses a simple, non-shared buffer
model made possible by today’s larger
address space

Source: ebpfbasics-190611051559.pdf

® Bytecode, register based VM, with a limited instruction set
® Runs in-kernel, designed for fast packet filtering

® 32-bit instructions (LOAD, STORE, ALU, BRANCH, RETURN)

® 2, 32-bit registers (A, X), hidden frame pointer R
Source: understandingebpfinahurry-190611040804.pdf




3.2 eBPF (extended BPF)

since Linux Kernel v3.15 and ongoing
aims at being

BPF Features by Linux Kernel Version
https://github.com/iovisor/bcc/blob/master/docs/
kernel-versions.md

Instruction Set
https://github.com/iovisor/bpf-docs/blob/master/eBPF.md

Projects using eBPF
http://cilium.readthedocs.io/en/latest/bpf/#projects-using-bpf

Good Resource
https://github.com/zoidbergwill/awesome-ebpf




User-defined, sandboxed bytecode Observability Program Kernel

executed by the kernel BPF - static tracing
program bytecode tracepoints
VM that implements a RISC-like attach

dynamic tracing

' BPF kprobes

uprobes

data
output async \ sampling, PMCs
copy

Similar to LSF, but with the following Y pert_events
improvements:

assembly language in kernel space

More registers, JIT compiler (flexible/ faster),
verifier

Attach on Tracepoint, Kprobe, Uprobe, USDT
In-kernel trace aggregation & filtering
Control via bpf()

Designed for general event processing within
the kernel

All interactions between kernel/ user space
are done through eBPF “maps”

Source: ebpfbasics-190611051559.pdf
Source: https://kernel-recipes.org/en/2017/talks/performance-analysis-with-bpf/




Workflow

BPF
bytecode

bpf syscall

verifier

¢ E N
MAFP

BPF_PROG_RUN
- BPF

bytecode

subsys |

~_BPF_CALL

Other
subsys

Interpreter
JIT

27/05/2016

Source: http://www.slideshare.net/vh21/meet-cutebetweenebpfandtracing




Internals

Pls refer to my presentation at LC3 Beijing
(on Jun 25, 2018)

6. Tracing, perf and BPF

o libbpf: Add BTF-to-C dumping support, allowing to output a subset of BTF types as a compilable C type definitions. This is useful by itself,
as raw BTF output is not easy to inspect and comprehend. But it's also a big part of BPF CO-RE (compile once - run everywhere) initiative
aimed at allowing to write relocatable BPF programs, that won't require on-the-host kernel headers :and would be able to inspect internal
kernel structures, not exposed through kernel headers) nit (4, commit (%, commit (%, commit ¢4, 1mit ¢4, commit mitc%,

o Implements initial version (as discussed at LSF/IMM2019 conference) of a new way to specify BPF mapa relying on BTF type information,
which allows for easy extensibility, preserving forward and backward compatibility commit (5, commit ¢4, commit¢g, commit 4, commit (%,
commitc?, nite3, commit 2, commitcZ, it ¢
Adds support for propagatlng congestion notifications to TCP from cgroup inet skb egress BPF programs commit (4 mmi commits,

it (&
F to detach BPF prog from reuseport sk commit ¢4
Add a sock_ops callback that can be selectively enabled on a socket by socket basis and is executed for every RTT BPF prcuram
frequency can be further controlled bv callmg bpf_ktime_get_ns and bailing out early commit (5 n
R i it €2, commit €2

commit (%, commit (&, commit (%,

prog type commit (¥ and for BeE ¥ prog type mit (4

o allow wide (u64) aligned stores Tor some fields of bpf_sock_addr commit ¢4, co (<
o Adds support for fq's Earliest Departure Time to HBM (Host Bandwidth Manager) co
o Introduces verifier support for bounded loops and other improvements commit (%, n o mit s, tc%, commit (&, commit ¢5,

commit L) m HC , commit U
o bpf: getsockopt and setsockopt hooks ¢

ibbpf: add bpf_link and tracing attach APIs c

nit (&




Comparison

Register

Instruction

JIT

Toolchain

Platform

System Call

Application

cBPF

Two 32 bit registers:
A accumulator
X Indexing

eBPF

Eleven 64 bit registers:
RO: return value/exit value

R1-R5&: arguments

R6-R9: callee saved registers

R10: read-only frame pointer

[ opcode:16 | jt:8 |
~30 = L-L%

Support

GCC, tools/net

x86 64, ARM, ARM64, SPARC,
PowerPC, MIPS and s390

tcpdump...
apply for seccomp filters, traffic
control...

sre:d

~90

imm:32

Support

(better mapping with newer architectures for JITing)

LLVM eBPF backend

Xx86-64, aarch64, s390x...

finclude <linux/bpf.h

int bpfii union bpf attr # t

(CALL, MAP, LOAD...)

DDoS Mitigation, Intrusion
Detection, Container Security, SDN
Configuration, Observability...

http://www.man7.org/linux/man-pages/man2/bpf.2.html




XDP (eXpress Data Path)
https://www.iovisor.org/technology/xdp

https://lwn.net/Articles/708087/  //Debating the value of XDP
Generic hook

XDP is a further step in evolution and enables to run a specific flavor of BPF programs from the network driver with direct

access to the packet's DMA buffer. This is, by definition, the earliest possible point in the software stack, where programs can
be attached to in order to allow for a programmable, high performance packet processor in the Linux kernel networking data
path.

Source: https://github.com/cilium/cilium

Native XDP & Generic XDP

« XDP requires implementation in each driver
— Need to choose XDP-supported driver
— Not so handy

« Generic XDP allows you to use XDP on any
driver (kernel 4.12)
— XDP implemented in network stack
« Convert skb to xdp buffer

— Not as fast as native (non-generic) XDP
« Need skb allocation at drivers
« Packet buffer copy to meet XDP requirements

— Good for functionality testing, etc.
Source: "Veth XDP--XDP for containers", Toshiaki Makita & William Tu, NetDev 2019




Application
level

MNetwork
level

eXpress Data Path

e First line of defense
e Coarse but efficient filtering
= Protection against DoS attacks

Driver

Hardware
level

NIC |

Source: https:/lwww.net.in.tum.de/fileadmin/bibtex/publications/papers/
ITC30-Packet-Filtering-eBPF-XDP-slides.pdf

eBPF trigger actions based on return codes

userspace

kernel

Driver -

A kb Network
r- eBPF _P aﬁloc = Stack

N

XDP_DROP - very fast drop by recycling
DDoS mitigation
XDP_PASS — pass possibly modified packet to network stack
Handle and pop new unknown encap protocols
XDP_TX — Transmit packet back out same interface
Facebook use it for load-balancing, and DDoS scrubber
XDP_ABORTED - also drop, hut indicate error condition
Tracepoint: xdp_exception
XDP_REDIRECT — Transmit out other NICs
Very new (est.4.14), (plan also use for steering packets CPUs + sockets)

Source: http://people.netfilter.org/hawk/presentations/

theCamp2017/theCamp2017_XDP_eBPF_technology Jes

Source: https://www.slideshare.net/lcplcpl/xdp-and-ebpfmaps per_Brouer.pdf




eBPF for Storage Subsystem

eBPF can also be used for Storage, project
(https://github.com/extfuse) shows its potential in this field.

| LIE FUSE I
|||||||||||||||||||||||||||||||||||||||||||| o

Deliver req to

gxfenson

© | FUSEDriver B

QUELE

Source: https://www.phoronix.com/scan.php?page=news_item&px=ExtFUSE-Faster-
FUSE-eBPF




eBPF for SmartNIC Development

eBPF
Byte Code

User Space

Kernel Tracing e —_— cgroups
Sockets = Firewall

NFP JIT Compiler

Kernel

S R NFP eBPF Datapath
Deliver to Host

Traditional NIC TX/RX Load Filtering
and Stateless Offloads Balancing Update Statistics

Source: https://www.netronome.com/m/documents/PB_Agilio-eBPF.pdf




emerging project flow_rule

TC Netfilter ‘i’
(via Netlink) {via Netlink) Userspace

Translates native
interface representation

to flow_rule IR
flow_rule IR

FParses flow_rule IR
to populate HW IR

Offloads filter
as HW IR

Hardware (MNIC)

Source: https:/[fosdem.org/2019/schedule/event/network_filtering_with_bpf/
https://lwn.net/Articles/775046/




BPF development is "100% driven by use cases”
https://lwn.net/Articles/801871/

gn Fe

Source: “BF--Turning Linux into a Microservices-aware Operating System”, Thomas Graf




Summary é

“eBPF does to Linux what JavaScript does to
HTML”

“eBPF is Linux’s new superpower”

Brendan Gregg

Gaurav Gupta

“‘Run code in the kernel without having to write

a kernel module”
S— Source: ebpfbasics-190611051559.pdf




Make: 81

Code Lines Comment Lines Comment Ratio Blank Lines Total Lines

6,241,390 15.1% 6,333,153 47,714,165

594,195 262,892 30.7% 116,246 973,333

549,018 124,794 18.5% 96,032 769,844

https://www.openhub.net/p/linux/analyses/latest/languages_summary




4) eBPF Development

4.1 Toolchain
LLVM
eBPF backend firstly introduced in LLVM 3.7 release

http://llvm.org/docs/CodeGenerator.html#the-extended-
berkeley-packet-filter-ebpf-backend
" m Enabled by default with all major distributions

m Registered targets: 11c --version
m 11c's BPF -march options: bpf, bpfeb, bpfel

m 11c's BPF -mcpu options: generic, v1, v2, probe

m Assembler output through -S supported

m 1lvm-objdump for disassembler and code annotations (via DWARF)

m Annotations correlate directly with kernel verifier log
m Outputs ELF file with maps as relocation entries

m Processed by BPF loaders (e.g. iproute2) and pushed into kernel

Source: https://ossna2017.sched.com/event/BCsg/making-the-kernels-networking-data-
path-programmable-with-bpf-and-xdp-daniel-borkmann-covalent

$LLVM_SRCl/lib/Target/BPF
http://cilium.readthedocs.io/en/latest/bpf/




GCC (GCC support for eBPF is on the way)

https://www.phoronix.com/scan.php?page=news_item&px=G
NU-Binutils-eBPF-Support

https://www.phoronix.com/scan.php?page=news_item&px=G
CC-10-eBPF-Backend-Plans

https://www.phoronix.com/scan.php?page=news_item&px=0
racle-More-DTrace-Linux-eBPF

https://www.phoronix.com/scan.php?page=news_item&px=0
racle-GCC-10-eBPF-V2

https://www.phoronix.com/scan.php?page=news_item&px=G
CC-10-eBPF-Port-Lands




e Phase 1: add eBPF target to the toolchain

e bpf-unknown-none
e binutils (upstream since May 2019)
e GCC (upstream since September 2019)

e Phase 2: make the generated programs palatable for the
kernel loaders and verifier, and keep it that way.

e Phase 3: provide development goodies for eBPF developers

e GNU simulator
e GDB

Source: “eBPF support in the GNU Toolchain”, Jose E. Marchesi (Oracle),
Linux Plumbers Conference 2019




4.2 BCC (BPF Compiler Collection)

BPF Compiler Collection (BCC)

B8CCls a oo
erees. It ma
added 10 |

oB2F war
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What is it
https://github.com/iovisor/bcc/

D 3,165 commits 7 28 branches > 20 releases

compile BPF program from C source

CMake 1.3¢

® Yacc 0.7

attach BPF program to kprobe/uprobe/tracepoint/USDT/socket

poll data from BPF program

framework for building new tools or one-off scripts
additional projects to support Go, Rust, and DTrace-style

frontend




Architecture

Frontend
python, lua

restrict BPF C code

BCC modules

loVvisor l
BCC

libbpf.so clang/ llc

l

BPF bytecode

'

perf event / trace fs bpf syscall
Source: http://www.slideshare.net/vh21/meet-cutebetweenebpfandtracing




A Sample

https:/[lwn.net/Articles/747640/ //ISome advanced BCC topics

#!/usr/bin/env pvthon

from bcc import BPF
from time import sleep

program =

import bpf

BCC clang/llvm workflow bpf BPF (‘hello.c')

BPF HASH(callers, uB4, unsigned long) : <:

TRACEPOINT PROBE (kmem, kmalloc)
ubd ip = args—>rcall_site;
unsigned long *count;
unsigned long ¢ = 1;

count = callers. lookup ((u64 *)&ip) ;
if (count != 0)
c = *count;

callers. update (&ip, &c):

return 0;

}
b = BPF(text=program)

while True:

trv:
sleep (1)
for k,v in sorted(b["callers”]. items()):

print ("%s %u” % (b. ksym(k. value), v.value))

print

except KevboardInterrupt:
exit ()

4 m;i’;/

bpf prog load() clang pass 1
- extract key/leaf types
- fixup tracing fn args clang::Rewriter

- fixup packet load/store
llvm MCJIT - bpf_map_create() => fd
IR => BPF bytecode - fixup map accesses w/ fd
x - share externed maps b/w programs

N—y

clang pass 2
llvm::Module => IR

livm PassManager
IR => -O3 => optimized IR [

Source: http://linuxplumbersconf.org/2015/ocw//system/
presentations/3249/original/bpf_llvm_2015aug19.pdf
The output from this little program looks like:
# ./example.py
1915 sw fence await dma fence 4
intel crtc duplicate state 4
Sy8 memfd create 1
drm atomic state init 4
sg kmalloc 7
intel atomic state alloc 4
seq open 504
Sy8 _bpf 22
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“BPF Tracing Tools”, Brendan Gregg, Linux Plumbers Conference 2019




development guide
https://github.com/iovisor/bcc/blob/master/docs/tutorial.md

https://github.com/iovisor/bcc/blob/master/docs/reference _gu
ide.md

https://github.com/iovisor/bcc/blob/master/docs/tutorial _bcc
python_developer.md




lIl. Testbed

1) Development Boards

1.1 Raspberry Pi 4
https://www.raspberrypi.org/products/raspberry-pi-4-model-b/

https://www.cnx-software.com/2019/06/24/raspberry-pi-4-vs-pi-3-what-
are-the-differences/

Raspberry Pi3 B+

Raspberry Pi 4B

24th Jun 14th Mar

1GB LPDDR2

GIGABIT
ETHERNET

MIPI C
it Ethernet




Pros

high cost—performance ratio (initial price for RPi4 with 4GB RAM)
Most active community & ecosystem

cons

More 64bit Linux distributions support is on the way
Lack of detailed technical docs for CPU, GPU, etc from Broadcom




1.2 Jetson Nano

https://www.nvidia.com/en-us/autonomous-machines/
embedded-systems/jetson-nano/

4x USB 3.0, USE 2.0 Micro-B




Pros

high cost—performance ratio (initial price for devkit)
https://tryolabs.com/blog/machine-learning-on-edge-devices-
benchmark-report/

Complete Software Stack

Is Open Sourced now

cons

The kernel version is still 4.9
Not hacker friendly




1.3 VIM3 Pro

https://www.khadas.com/vim3

NPU

MCU

SPI Flagh
LPDDR4/4X
EMMC 5.1

s (i
Hay

;o
T pan

Amlogic A311D
2 2GHz Quad core ARM Cortex-A73 and 1.8GHz dual core Cortex-AS53 CPU
ARM G52 MP4 GPU up to B00MHz
HW UHD 4K H.265 75fps 10-bit video decoder & low latency 1080p H.265/H.264 60fps encoder
Support multivideo decoder up to 4Kx2K@60fps+1x10380P@60fps

Dolby Vision and HOR10, HDR10+, HLG and PRIME HDR video processing

Bulld-in Cortex-M4 core for always on processing

TrustZone based security for DRM video streaming

5 TOPS Performance NPU
INT8 inference up to 1536 MAC
Supports all major deep learning frameworks including TensorFlow and Caffe

STMBS003 with Programmable EEPROM
16MB




Cost—performance ratio (initial price
Active community & ecosystem

Android
Android TV
Armbian
Manjaro ARM
Ubuntu XFCE
LibreELEC
CoreELEC
OpenWRT

Cons
Does not provide a complete software stack
Lack of development documents for NPU
Complex Modes with various buttons in a confined space




1.4 PYNQ-Z2

http://www.tul.com.tw/ProductsPYNQ-Z2.html

ZYNQ XC7Z020-1CLG400C
* 650MHz dual-core Cortex-A9 processor
* DDR3 memory controller with 8 DMA channels and

4 High Performance AXI3 Slave ports

* High-bandwidth peripheral controllers: 1G Ethernet,

USB 2.0, SDIO
* Low-bandwidth peripheral controller:
SPI, UART, CAN, 12C
* Programmable from JTAG, Quad-SPI flash,
and MicroSD card
* Programmabile logic equivalent to Artix-7 FPGA
* 13,300 logic slices, each with four 6-input LUTs
and 8 flip-flops
* 630 KB of fast block RAM
* 4 clock management tiles, each with a phase
locked loop (PLL) and mixed-mode clock
manager (MMCM)
* 220 DSP slices
* On-chip analog-to-digital canverter (XADC)
Memory
* 512MB DDR3 with 16-bit bus @ 1050Mbps

* 16MB Quad-SPI Flash with factory programmed
48-bit globally unique EUI-48/64™ compatible

identifier
* MicroSD slot
Power

* Powered from USB or 7V-15V external power source

USB and Ethernet
* Gigabit Ethernet PHY
* Micro USB-JTAG Programming circuitry
* Micro USB-UART bridge
* USB 2.0 OTG PHY (supports host only)
Audio and Video
* HDMI sink port (input)
* HDMI source port (output)
* 125 interface with 24bit DAC with 3.5mm TRRS jack
* Line-in with 3.5mm jack
Switches, Push-buttons and LEDs
* 4 push-buttons
* 2 slide switches
* 4 LEDs
* 2 RGB LEDs
Expansion Connectors
* Two standard Pmod ports
* 16 Total FPGA I/0 (8 shared pins with
Raspberry Pi connector)
* Arduino Shield connector
* 24 Total FPGA I/0
* 6 Single-ended 0-3.3V Analog inputs to XADC
* Raspberry Pi connector
* 28 Total FPGA I/0 (8 shared pins with Pmo
A port)




1.5 A development boards cluster
Current (as a small PoC platform)

FWMICRO HDMI#EO
ZIFAKN R

TYPE C-5V3ARRZO
3. BiREOAR

SG105 Pro

5638/20 se-¢

uss
@0InK GISAST LN 50M 204P0) Headphone + MIC  Host  HDMI Out Raspberry Pi

G-SENSOR
IFEX ANTENMA (WF + B1) — _JB8 i 8 - S : == PWN FAN HEADER

g 3 - HDMI In
Line In
; . RESET BUTTOH
WOLSHIT e = REXE N : Niroper f6F B0
. > - 2 ! Ethernet - B Mode Selection
3 L. g F.‘ (] (RJ45) RS
IFEX ANTENNA (NF1 + B7) o e 120 it ) Pmod A
. e '_ ' ar JTAG / UART
PROGRNMABLE NCY — 35 : ; el i
Power Switch

o o b i | Pmod B
ELUE. WHITE. & RED LEDS . ’ M2 x4 NOUNTMG HOLE DC Power In =

Arduino

(7V-15V) L | - ﬂ n}‘ & 4 Buttons
S0-FIN 256N HEADER RTC HEAER RGB LEDSs OHR. > (User Defined)
(12C, S, UART PWN, AOC, USE, SFOF. MIU-1Y (User Defined) 4 LEDs
(User Defined)
Jumper for Power lide Switches  Buttons for Programming SD Card
G0 EXPANDER Source Selection er Defined)  and System Reset (On the Back Side)




Next Year

more powerful Cortex-A76/A77 or even Neoverse development
board with >=8GB LPDDR5 (may plus UFS 3.0 memory card)
more powerful GPU development board

more powerful Al development board

more powerful FPGA development board




2) Software Platform
2.1 Manjaro

https://manjaro.org

©oNm o nwnal

=

https://www.archlinux.org/groups/

https://hg.python.org/peps/rev/76d43e52d978




https://www.howtogeek.com/430556/why-i-switched-from-ubuntu-to-
manjaro-linux/

https://wiki.archlinux.org/index.php/Pacman

upgrade original Kernel on Manjaro RPi4 from v4.19.x to v5.3.x with all
the necessary options (like that for and

# #
S0 on) enabled
# # . . ESHE%E EXUE’KVM |_IRQCHIP=y gONFIG ARCH_HAS DEBUG VIRTUAL=y
# Virtualization CONFIG_HAVE_KVM_IRQFD=y CONFIG_STRIP_ASM SYMS=y
# eBPF ‘ e e CONFLeDMUSED. <Y1 Soy
# CONFIG_VIRTUALIZATION:Y CONFIG_KVM MMIO= CONFIG_PM DEBUG=y
CONFIG_PARAVIRT=y CONFIG_HAVE KVM | MSI CONFIG_CMA_DEBUGFS=y
CONFIG_CGROUP_BPF=y CONFTG_PARAVIRT_TTME_ACCOUNTTNG=y A e = ReLAX_INTERCEPT=y CONFIG_L2TP_DEBUGFS=m
— — Y —
L CONFIG_VIRTIO=y CONFIG_HAVE KVM_ARCH TLB_FLUSH ALL=y CONFIG_6LOWPAN_DEBUGFS=y
CUNFIG BPF—Y CONFIG HAVE VIRT CPU ACCOUNTING GEN= CONFIG_KVM_GENERIC_DIRTYLOG_READ_PROTECT=y CONFIG_CFG80211_ DEBUGFS=y
— - - _ = = =Y CONFIG_HAVE KVM_IRQ_BYPASS=y CONFIG_MAC80211 DEBUGFS=y
CONFIG BPF SYSCALL:Y CONFIG BLK MQ VIRTIO=y CONFIG_HAVE KVM_VCPU_RUN_PID_CHANGE=y CONFIG_DEBUG_DEVRES=y
— - CONFIG VIRTIO VSOCKETS=m CONFIG_KVM_ARH_HOST=y CONFIG_SCSI DEBUG=m
—_— —, —, CONFIG_KVM_ARM_PMU= - !
CONFIG_BPF_JIT_ALWAYS_ON=y CONFIG VIRTIO VSOCKETS COMMON=m CONFIC_KVM_INDIRECT VECTORS=y CONFIG_DM_DEBUG=y
CONFIG TIPV6 SEG6 BPF=y Eg:gg GIEFET%’ I\;{ETIO:n B Eg:E§27§¥ﬁgEngﬁﬁéggK;MANAGERﬁLOCKING:y
— —_— _— =m — _ =
CONFIG NETFILTER XT MATCH BPF=m CONFIG SCSI VIRTIO=m ﬁ = CONFIG_ATH6KL DEBUG=y
= ="_= = Y e CONFIG_SUNRPC_DEBUG=y
# CONFIG BPFILTER 1s not set CONFIG_VIRTIO_NET=m CONFIG_IPVée=y CONFIG_DLM _DEBUG=
CONFIG_VIRT WIFI=m CONFIG_IP_VS IPV6=y 4
CONFIG_NET_CLS_BPF=m CONFTG_VTRTTO_CONSOL E=m CONFTG_TPV6_SEG6_LWTUNNEL=y  couiso—pfiit e en 6=y
CONFIG_HW_RANDOM VIRTIO=m [SRLIFIE _LIPHE SEES [fAC=y #CONFIG_DEBUG_INFO DWARFd=y
CONFIG_NET_ACT_BPF=m CONFIG_DRM_VTRTTO_GPU=m conETe Thvo OPTIMISTIC DADSY  CONFIG DEBUG SECTION MISMATCH=y
CONFIG_BPF _JIT=y CONFIG_SND_VIRTUOSO=m phrte iy i CONFIG_DEBUG_RODATA TEST=y
= CONFIG_VIRTIO MENU= “TIPV6 ST IESLE =y
CONFIG BPF_STREAM PARSER=y CONFIG VIRTIO PCI= b COLIFLE IPVE LLa=T CONFIG_DEBUG SHIRQ=y
L =Y S OLAFE_JIPEE_GTT= CONFIG DEBUG LIST=y
CONFIG LWTUNNEL BPF=y
CONFIG_HAVE EBPF JIT=y
CONFIG BPF LIRC MODE2=y
CONFIG BPF EVENTS=y

# CONFIG_TEST BPF is not set

XDP
CONFIG_XDP_SOCKETS=y
CONFIG_XDP_SOCKETS_DIAG=m

CONFIG_VIRTIO PCI_LEGACY=y
CONFIG VIRTIO BALLOON=m
CONFIG_VIRTIO_INPUT=m
CONFIG_VIRTIO_MMIO=m
CONFIG_RPMSG_VIRTIO=m
CONFIG_CRYPTO_DEV_VIRTIO=m
CONFIG DMA VIRT OPS—y

CONFIG REGULATOR VIRTUAL_CONSUMER=m
CONFIG_FB_VIRTUAL=m
CONFIG_DMA_VIRTUAL_CHANNELS=y
#CONFIG_VIRTIO_ PMEM=m
#CONFIG_VIRTIO IOMMU=m

Pls refer to my presentation
PyCon China Hangzhou (Oct 19, 2019) for details

#CONFIG_IPV6 FOU=m
#CONFIG_IPV6 FOU TUNNEL=m
#CONFIG_AF RXRPC_IPV6=y

#
# Miscs

#

CONFIG KSM=y
CONFIG PROC EVENTS=y
#CONFIG_IKHEADERS=y
CONFIG_REMOTEPROC=m

CONFIG_REISERFS PROC INFO=y

CONFIG_PROC CHILDREN=y

CONFIG_ARM64_PTDUMP_DEBUGFS=y
CONFIG_DEBUG_WX=y
CONFIG_PROC_KCORE=y
CONFIG_PROC_VMCORE=y
CONFTG_PROC_VMCORE_DEVICE_DUMP=y
CONFTG_KEXEC=y

# CONFIG_KEXEC FILE is not set
CONFIG_KEXEC CORE=y
CONFIG_CRASH_DUMP=y
CONFIG_CRASH_CORE=y
CONFIG_CRASH=m

CONFIG_FTRACE SYSCALLS=y
CONFIG_HWLAT_TRACER=y

at




2.2 Ubuntu

https://jamesachambers.com/raspberry-pi-ubuntu-server-18-
04-2-installation-guide/

https://ubuntu.com/blog/roadmap-for-official-support-for-the-
raspberry-pi-4 [INov 3, 2019

w
o
[—

Upcoming kernel fix

Current

2.3 Fedora
official support for Raspberry Pi 4 may coming in Fedora 32®

https://iot.fedoraproject.org




3)

Development Model




V. Computing, Networking, Storage

1) HPC (Heterogeneous Parallel Computing)
1.1 CUDA

https://developer.nvidia.com/cuda-zone
most are closed source

https://nvidianews.nvidia.com/news/nvidia-brings-cuda-to-arm-
enabling-new-path-to-exascale-supercomputing

ROCm

https://rocm.github.io/
most are open sourced

not support ARM yet®

OpenCL

https://www.khronos.org/opencl/
Implementation is depend on vendor

https://www.khronos.org/assets/uploads/developers/library/2019-
iwocl/IWOCL%20Keynote%20May19.pdf




1.4 CAPI

https://developer.ibm.com/linuxonpower/capi/

Features

Customizable accelerator

Virtual addre

Coherency

Simple APT

Flexible programming model

Extendable archi

Benefits

developers can create an ac
n can improve performance.

elerator acts a r to the POWERS cores, creating a truly s
accelera accelerator ntially becom ther thread of th
by the POWERS p SSOI.

Application « opers use a hardware managed 256KB cache in the FPGA for improved latency and synchronization with
the main application threads.
The FPGA cache is fully col

Application developer
The APT features an intuitive pro

dispatch
-network

tion partner device atech’s CAPI Develoy
Extendable to other FPGA platforms, the architectur card features such as Ethernet and DRAM.

In addition, the architecture support solutions such as the ppr1BM Data Engine for NoSQL.




1.5 Intel oneAPI

https://newsroom.intel.com/news/intels-one-api-project-
delivers-unified-programming-model-across-diverse-
architectures/#gs.dx5h9x
How It Works: One API supports direct programming and API| programming, and will deliver
a unified language and libraries that offer full native code performance across a range of
hardware, including CPUs, GPUs, FPGAs and Al accelerators.

¢ Direct programming: One API contains a new direct programming language, Data Parallel
C++ (DPC++), an open, cross-industry alternative to single architecture proprietary
languages. DPC++ delivers parallel programming productivity and performance using a
programming model familiar to developers. DPC++ is based on C++, incorporates SYCL*

from The Khronos Group and includes language extensions developed in an open
community process.

APIl-based programming: One API's powerful libraries span several workload domains
that benefit from acceleration. Library functions are custom-coded for each target
architecture.

Analysis and debug tools: Building on leading analysis tools, Intel will deliver enhanced
versions of analysis and debug tools to support DPC++ and the range of SVMS
architectures.

What Developers Should Expect: Intel will release a developer beta and additional details
on the One API project in 2019’s fourth quarter.




2) Networking
2.1 SRv6

http://www.segment-routing.net/tutorials/2017-12-05-srv6-

Introduction/

It uses a source-routing concept that the topological and
service (NFV) path is encoded in the packet header. Today, 5G
IS the main driver for fast-paced development of SRv6
standards to simplify the user plane and network plane.

Next instruction mmmp | |

“Global’argument m=—p

IPv6 payload: TCP, UDP, QUIC

Source: http://Iwww.segment-routing.net/images/20190130-bcn-cl-BRKRST-3122-rev7f-km?2.pdf




Linux Implementation

http://www.segment-routing.net/open-software/linux/

Linux kernel 4.10

Linux kernel 4.14

ther mile

Description

Endpoint function

eration and
ath

upport in Linux.

Release
4.10 (Febru

4.10 (February




2.2 ILA (ldentifier-Locator Addressing)

https://lwn.net/Articles/657012/
https://datatracker.ietf.org/doc/draft-herbert-intarea-ila/

SKERNEL_ SRC/Documentation/networking/ila.txt

SIR prefix Identifier

Translation

0s

Cn-the-wire™
destination | Fwh Locator
addreas

Identifier
container

user space
kernel space

eBPF Liruz network

network
network device

device {ﬂgram
;\/ stack

ILA address
| translation

BPFF redirect to
a destination
interface

https://www.delaat.net/sc/scl7/posters/ila-poster-SC17.pdf

Source:




2.3 ILNP (ldentifier-Locator Network Protocol)
https://ilnp.cs.st-andrews.ac.uk/

This project is enhancing the Internet Architecture by enriching the set of namespaces. The basic approach to this is to deprecate the concept of an Address and replace it with separate Locator and Identifier values. Although the architectural

concept is independent of any particular network protocol, our research demonstration will be based on IPv6. Prototypes for FreeBSD and Linux are planned.

https://ilnp.github.io/ilnp-public-1/

RFC6740 Identifier-Locator Network Protocol (ILNP) Architectural Description (Nov 2012)

RFC6741 Identifier-Locator Network Protocol (ILNP) Engineering Considerations (Nov 2012)

RFC6742 DNS Resource Records for the Identifier-Locator Network Protocol (ILNP) (Nov 2012)

RFC6743 ICMP Locator Update Message for the Identifier-Locator Network Protocol for IPv6 (ILNPv6) (Nov 2012)
RFC6744 IPvb Nonce Destination Option for the Identifier-Locator Network Protocol for IPv6 (ILNPv6) (Nov 2012)
RFC6745 ICMP Locator Update Message for the Identifier-Locator Network Protocol for IPv4 (ILNPv4) (Nov 2012)
RFC6746 IPv4 Options for the ldentifier-Locator Network Protocol (ILNP) (Nov 2012)

RFC6747 Address Resolution Protocol (ARP) for the Identifier-Locator Network Protocol for IPv4 (ILNPv4) (Nov 2012)
RFC6748 Optional Advanced Deployment Scenarios for the Identifier-Locator Network Protocol (ILNP) (Nov 2012)




ntopng
https://lwww.ntop.org/

Features

157.55 56,105 High-sped web-based traffic analysis.

o

Packet Capture Traffic Recordin; Network Probe Traffic Analysis

djax.aspnetcdn.com

https://lwww.ntop.org/support/documentation/documentation/




Architecture

e

T, I S 1 / ~ Cisco NetFlow
InMon sFlow

Analyser Rules

%ﬁ Packet Sniffer

—T0p Senders— -Host 131.114.20.3

Host Total
991.4

Options

nDPl-based C++
Monitoring Engine

Ales]

k@l Report Engine Plugins > _@

Data Cache

PF_ RINGCAPICallsy

PF_RING Kernel Module
and Drivers

Internet
Traffic




Chronograf

Complete Interface for the InfluxData Platform

S

Flows
(JSON)
——

Source: https://www.ntop.org/wp-content/uploads/2019/05/InfluxData_Webinar_2019.pdf




PE_RING
https://www.ntop.org/products/packet-capture/pf _ring

User Space

Application

PF_RING API

ZC | FPGA Driver

Kernel Space

XDP/AF_XDP
PF_RING eBPF Program

Ethernet Driver Ethernet Driver

Source: “Joining Forces: PF_RING and XDP”, Alfredo Cardigliano, ntopConf 2019




3.1 eBPF support
libebpfflow
https://github.com/ntop/libebpfflow

- Our aim has been to create an open-source library
that offers a simple way to interact with eBPF
network events in a transparent way.

- Reliable and trustworthy information on the status of
the system when events take place.

* Low overhead event-based monitoring

» Information on users, network statistics, containers
and processes

* Go and C/C++ support
Source: https://www.ntop.org/wp-content/uploads/2019/05/InfluxData_Webinar_2019.pdf

nBPF

https://www.ntop.org/guides/pf_ring/nbpf/nbpf.html
a filtering engine/SDK supporting the BPF syntax and can be
used as alternative to the implementation that can be found
In libpcap and inside the kernel

ntopng 4.x

ntopng 4.x will integrate system visibility with eBPF




3.2 My Practice
successfully build ntopng on RPi 4 with libpcap




4)

DRedis

4.1 Redis

https://redis.io/

Redis is an open source (BSD licensed), in-memory data structure store, used as a database,
cache and message broker. It supports data structures such as strings, hashes, lists, sets,
sorted sets with range queries, bitmaps, hyperloglogs, geospatial indexes with radius
queries and streams. Redis has built-in replication, Lua scripting, LRU eviction, transactions
and different levels of on-disk persistence, and provides high availability via Redis Sentinel

and automatic partitioning with Redis Cluster.

https://redis.io/topics/modules-intro
https://redis.io/topics/modules-api-ref




RedisEdge
https://redislabs.com/solutions/redisedge/

RedisEdge from Redis Labs is a purpose-built, multi-model database for the demanding conditions at the Internet of Things (loT) edge. It can
ingest millions of writes per second with <1ms latency and a very small footprint (<5MB), so it easily resides in constrained compute
environments. It can run on a variety of edge devices and sensors ranging from ARM32 to x64-based hardware. RedisEdge bundles open
source Redis (version 5 with Redis Streams) with the RedisAl and RedisTimeSeries modules, along with RedisGears for inter-module

communication.

Time

RedisEdge = Redis + Streams + .
Series




RedisEdge is also available as a module for Azure loT Edge, making it easy for loT application developers using Azure loT services to leverage
the power of Redis. Azure loT Edge with RedisEdge helps businesses focus on insights instead of data management. Developers can
configure and deploy their solutions via standard containers and monitor them from the cloud.

|

Device Twin
Edge Runtime ¢ Module
¢ Routes

Device Provisioning

* Secure Boot
* Secure Storage

Security Manager

Hardware based root of trust




4.2 KeyDB
https://keydb.dev/

Key-Value Store Database
In Memory Database
Multithreaded 10
Advanced Multithreading
Flash Support
Multi-Master Support
Active-Active Support
RAM/SSD Persistence
Database Not Limited by Size
Simple to Use at Scale
High Availability
Cloud Optimized

ARM Support for 10T




4.3 Tarantool
https://tarantool.io/en/

Key features of the application server:

e 100% compatible drop-in replacement for Lua 5.1, based on LualIT 2.1. Simply use #!/usr/bin/tarantool instead of
#1/usr/bin/lua in your script.
& full support for Lua modules and a rich set of own modules, including cooperative multitasking, non-blocking I/0O, access

to external databases, etc
Key features of the database:

® ANSI SQL, including views, joins, referential and check constraints
® MsgPack data format and MsgPack based client-server protocol
two data engines: 100% in-memory with optional persistence and an own implementation of LSM-tree, to use with large
data sets
multiple index types: HASH, TREE, RTREE, BITSET
asynchronous master-master replication
authentication and access control

the database is just a C extension to the application server and can be turned off
Supported platforms are Linux/x86 and FreeBSD/x86, Mac OS X

Tarantool is ideal for data-enriched components of scalable Web architecture: queue servers, caches, stateful Web
applications.

COMMUNITY EDITION

Tarantool Community Edition is a
powerful that
comes with an

and

It is very simple and lightning fast.




4.4 DRedis Design Goals & Principles

a re-implementation of Redis by combining the advantage of
both KeyDB and Tarantool

compatible with Redis 6 and RESP3

all the existing Redis modules should work well
Better solution for Redis persistence

make fully use of LuaJIT




5) Rethink Lightweight Storage Solutions

Ceph
https:/Iceph.io/

used as the default storage solution in OpenStack, and is
popular in production environment

Other Interesting Projects

https://kudu.apache.org/




V. Containerization, Services, & DevOp

1) Kata Container
https://katacontainers.io/
https://github.com/kata-containers/

I Intel®
I Clear Container
|

I (W HYPER.SH

| run¥
|

May 2015 ‘




Architecture
https://github.com/kata-containers/documentation/blob/master/

design/architecture.md

\; Ztacontainers Traditional Containers

Virtual Machine Virtual Machine Virtual Machine Process A Process C

‘Process A m Filter: Filter: Filter:
. + Seccomp + Seccomp « Seccomp
- MAC - MAC - MAC
Namespaces Namespaces Namespaces . CAPS . CAPS . CAPS

Linux Kernel A Linux Kernel B Linux Kernel C N
amespaces Namespaces Namespaces

Hardware LEIGUEC] Hardware Li K el
Virtualization Virtualization Virtualization Inux Rern

Memory Network Storage
Additional isolation with a lightweight VM

and individual kernels . ’
Isolation by namespaces, cgroups with shared kernel

Source: https://www.openstack.org/summit/denver-2019/summit-schedule/events/23342/
tracing-the-life-of-a-packet-with-kata-containers




Runtime
The runtime is -compatible, -compatible, and
-compatible, allowing it to work seamlessly with both
both Docker and Kubernetes respectively
Kubernetes CRI

CRI shim |

Kubelet CRI =" container .
arpc ’ protobuf qrpc ‘runtlme l

client | server

container ' ?
S

https://github.com/kata-containers/documentation/blob/master/
how-to/how-to-use-k8s-with-cri-containerd-and-kata.md




1.2 My Practice

Pls also refer to my presentation
Openlinfra Days 2018(Belijing)

Try to build Kata Containers on my RPi4

kata-runtime - version 1.9.0-rcO (commit da981919400612bc09f9ceedB3c2b9fd269a4798-dirty)

e architecture:
Host:
golang: arm64
Build: arm64

* golang:
go version gol.13.3 linux/arm64

* hypervisors:
Known: acrn firecracker nemu gemu gemu-virtiofs
Available for this architecture: gemu

* Summary:

destination install path (DESTDIR) : /
binary installation path (BINDIR) : /usr/local/bin
binaries to install :
- Jusr/local/bin/kata-runtime
- /usr/local/bin/containerd-shim-kata-v2
- fusr/libexec/kata-containers/kata-netmon
- /usr/local/bin/data/kata-collect-data.sh
configs to install (CONFIGS) :
- cli/config/configuration-qemu.toml
install paths (CONFIG_PATHS)
- /usr/share/defaults/kata-containers/configuration-gemu.toml
alternate config paths (SYSCONFIG_PATHS)
- /etc/kata-containers/configuration-gemu. toml
default install path for gemu (CONFIG_PATH) : /usr/share/defaults/kata-containers/configuration.toml
default alternate config path (SYSCONFIG) : /etc/kata-containers/configuration.toml
gemu hypervisor path (QEMUPATH) : /fusr/bin/gemu-system-aarch64
assets path (PKGDATADIR) : /usr/share/kata-containers
proxy+shim path (PKGLIBEXECDIR) : /usr/libexec/kata-containers

INSTALL install-scripts

INSTALL install-completions
INSTALL install-configs

INSTALL install-configs

INSTALL install-bin

INSTALL install-containerd-shim-v2
INSTALL install-bin-libexec




[myrpid@myrpidhl KataContainer]$ sudo kata-runtime kata-check

[sudo] password for myrpi4:

ERRO[0000] fusr/share/defaults/kata-containers/configuration-gemu.toml: file /usr/share/kata-containers/vmlinuz.container does not exist a
rch=armb4 name=kata-runtime pid=39801 source=runtime

{usr/share/defaults/kata-containers/configuration-gemu.toml: file /usr/share/kata-containers/vmlinuz.container does not exist

https://github.com/kata-containers/documentation/blob/
master/install/README.md

Supported Distributions

Kata is packaged by the Kata community for:

Distribution (link to installation guide) Versions
CentOS
Debian

Fedora

openSUSE

SUSE Linux Enterprise Se

Ubuntu

may due to the 5.3.x kernel that we built for Manjaro on RPi4,

https://snapcraft.io/install/kata-containers/manjaro




2)

Lightweight Kubernetes

2.1 K3S

Overview

: weigh
Kubernetes

Easy to install. A binary of less than 40 MB. Only

512 MB of RAM required to run.

Both ARM64 and ARMv7 are supported with binaries and
multiarch images available for both. k3s works great from
something as small as a Raspberry Pi or as large as an
AWS a1.4xlarge 32GiB server.

This shouldn’t take long...

curl —-sfL https://get.k3s.io | sh —

# Check for Ready node, takes maybe 30 seconds

k3s kubectl get node

k3s is wrapped in a simple package that reduces the de-
pendencies and steps needed to run a production
Kubernetes cluster. Packaged as a single binary, k3s
makes installation and upgrade as simple as copying a file.
TLS certificates are automatically generated to ensure that
all communication is secure by default.

K3s is a Certified Kubernetes distribution designed for pro-
duction workloads in unattended, resource-constrained, re-
mote locations or inside loT appliances.




Minimum System Requirements

k3s is a fully compliant production-grade Linux 3.10+
Kubernetes distribution with the following 512 MB of ram per server
75 MB of ram per node

200 MB of disk space

x86_64, ARMvT, ARMG4

Removes Adds

Legacy and non-default features Simplified installation

Alpha features SQLite3 support in addition to etcd

In-tree cloud providers TLS management

In-tree storage drivers Automatic Manifest and Helm Chart management

Docker (optional) containerd, CoreDNS, Flannel

Minimal to no OS dependencies (just a sane kernel and cgroup mounts needed). k3s packages required dependencies

O containerd
Flannel
eDNS
CNI

Host utilities (iptables, socat, etc)




How it works

k3s Server k3s Agent

- API
SQlite +«—@ Server Proxy Proxy Flannel

Scheduler Controller L Kubelet P—J

Manager

for practicing K3S on ARMG64, pls also refer to my presentation
at OSDT Belijing (Nov 9,

2019)




3) Cilium

Overview
https://cilium.io/
https://github.com/cilium/

| Cilium is open source software for providing and transparently securing network connectivity and loadbalancing between
application workloads such as application containers or processes. Cilium operates at Layer 3/4 to provide traditional
networking and security services as well as Layer 7 to protect and secure use of modern application protocols such as HTTP,

gRPC and Kafka. Cilium is integrated into common orchestration frameworks such as Kubernetes and Mes

Service Identlty ’ ' g Multi-Cluster Routing

.m” |||||’
Nlum

Service and API-Aware Linux
Networking & Security

By run
require

Source: “How Cilium uses BPF to Supercharge Kubernetes Networking & Security”, Mark Darnell, Roger Klorese
and Dan Wendlandt




How it works




Bringing the Power of BPF to Kubernetes & Service Mesh

Orchestration A Service Mesh
Plane: (optional)

Network Data 090 .-
Plane (CNI): gg8cilium

Source: “How Cilium uses BPF to Supercharge Kubernetes Networking & Security”, Mark Darnell, Roger Klorese,
and Dan Wendlandt

Comprehensive L3-L7 policy language

L7 enforcement using shared Envoy proxy
Cilium-specific filters
Applies to clear traffic (mTLS support)

userspace

kernelspace

L3/L4 enforcement using BPF in-kemel

Applies to all traffic, incl. Istio control plane
& egress traffic

Source: “Kernel advantages for Istio realized with Cilium”, Cynthia Thomas, OSCON 2018
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Turning Linux into a
Microservices-aware
Operating System




4)

In-Kernel Services

4.1 Polycube
Overview

https://github.com/polycube-network/
3 ube is an open source software framework for Linux that enables the creation of virtual networks and
].)1(_)\-’id s fast and lightweight network functions, such as bridge, router. nat, load balancer, firewall, DDoS mitigator,
and more.

Within each virtual network, individual network functions can be composed to build arbitrary service chains and
provide custom network connectivity to namespaces, containers, virtual machines, and physical hosts.

Virtual functions, called cubes, are extremely efficient because are based on the recent BPF and XDP Linux kernel
technologies. In addition, cubes are easily extensible and customizable.

Polycube can control its entire virtual topology and all the network services with a simple and coherent command line,
available through the polycubecti tool. A set of equivalent commands can be issued diretly to polycubed. the Polycube
REST-based daemon, for better machine-to-machine interaction.

Polycube also provides two working standalone applications built up using this framework. pen-KSs is a Polycube-
based CNI plug-in for Kubernetes, which can handle the network of an entire data center. It also delivers better
throughput as compared with some of the existing CNI plug-ins. pcn-iptables is a more efficient and scalable clone of
the existing Linux iptables.




Architecure
Applications

pcn-k8s| | pcn-iptables

polycubectl Polycube

NAT Cubes

Router Load Balancer

Firewall Bridge DDoS Mitigator

polycubed




My Practice

==
—

doing "make install




VI. Distributed Framework
1) Ray

The Machine Learning Ecosystem

Distributed Distributed Distributed Distributed Distributed Distributed
System System System System System System

D|str!byted Moc!el Streaming Distributed RL Data. Hyperparameter
Training Serving Processing Search

Horovod, Clipper, Flink. man Baselines, RLlab, ELF,
Distributed TF, TensorFlow otr’1ers Y Coach, TensorForce,
Parameter Server Serving ChainerRL

MapReduce, Vizier, many internal
Hadoop, Spark systems at companies

Source: “Scaling Emerging Al Applications with Ray”, Peter Schafhalter, QCon London 2019

What is it

Execute Python functions in parallel.




Architecture

Distributed Model Streaming || Distributed RL Data Hyperparameter

Ray Libraries

Training Serving Processing Search

Programming
Tasks (Functions) Actors (Classes)

Ray backend

Ray Backend (C++) (C++)

Distributed System (Ray)
Source: “Scaling Emerging Al Applications with Ray”, Peter Schafhalter, QCon London 2019

Scalable Hyperparameter Tuning
Scalable Reinforcement Learning

Distributed Training (Experimental)

TF Distributed Training

Pandas on Ray (s

Ray Projects (Experimental)

Signal API (Experimental) modin.pandas pd
Async API (Experimental)

Ray Serve (Experimental)




App Layer

Web Ul

Debugging

2005

Task Table

Function Table R Profiling Tools

System Layer (backend)

Event Logs _ .
= Error Diagnosis

Source: “Ray: A Distributed Framework for Emerging Al Applications”, Philipp Moritz, Robert Nishihara, etc




Scheduling

MNode 1 MNode M

Diriver Worker Worker Woaorker Worker Waorker

Local Scheduler Local Scheduler

Global Global
cheduler ycheduler

+ Cubirmit + Schedule —_— .l' L oad
asks tasks — == info
Source: ‘“Ray: A Distributed Framework for Emerging Al Applications”, Philipp Moritz, Robert Nishihara, etc




Notes

IS a high-performance shared memory object store originally
developed in Ray and now being developed in

Ray optimizes for NumPy arrays by using the

GCS uses one Redis key-value store per shard, with entirely
single-key operations.

GCS uses one Redis key-value store per shard, with entirely
single-key operations.

[myrpid@myrpi4hl ray-masterl$ tree -C -L 1 python/ray/autoscaler
python/ray/autoscaler
autoscaler.py

The easiest way to run a Ray cluster is by using the built-in
, which has support for running on top of Kubernetes.

running Ray on Kubernetes is still awork in progress.




2) My Practice

ARROW_BOOST_USE_SHARED:BOOL=01f
ARROW_COMPUTE=0OMN ARROW_IPC=0N

&uﬁﬂl-.mmdepﬂtdﬁd

in previous step




2.1 Redesign & Reimplementation of Ray




VII. Messaging & RPC

1) gRPC & Protobuf
https://github.com/grpc
https://github.com/protocolbuffers/protobuf

Future
Reconsider nanomsg & msgpack when implementing DRay, DRPC,

and ntopng2:
https://github.com/nanomsg/
https://github.com/msgpack




2) Rethink In-Kernel Messaging

for messaging among In-Kernel services & Kernel subsystems

Also refer to
https://www.freedesktop.org/wiki/Software/systemd/kdbus/

https://github.com/busl




VIIl. Data Processing
1) Apache Arrow

https://arrow.apache.org/
https://github.com/apache/arrow

Advantages of a Common Data Layer

® Each system has its own internal memory format ® All systems utilize the same memory format

® 70-80% computation wasted on serialization and deserialization ® No overhead for cross-system communication
® Similar functionality implemented in multiple projects ® Projects can share functionality (eg, Parquet-to-Arrow reader)




Components
Major Components of the project include:

® Apache Parquet: A columnar storage format available to any project in the Hadoop ecosystem, regardless of the choice of data processing

framework, data model or programming language. The C++ and Java implementation provide vectorized reads and write to/from Arrow data
structures.
Apache Spark: Apache Spark™ is a fast and general engine for large-scale data processing. Spark uses Apache Arrow to

1. improve performance of conversion between Spark DataFrame and pandas DataFrame

2. enable a set of vectorized user-defined functions (pandas udf) in PySpark.
Dask: Python library for parallel and distributed execution of dynamic task graphs. Dask supports using pyarrow for accessing Parquet files
Data Preview: Data Preview is a Visual Studio Code extension for viewing text and binary data files. Data Preview uses Arrow JS API for loading,
transforming and saving Arrow data files and schemas.
Dremio: A self-service data platform. Dremio makes it easy for users to discover, curate, accelerate, and share data from any source. It includes a
distributed SQL execution engine based on Apache Arrow. Dremio reads data from any source (RDBMS, HDFS, S3, NoSQL) into Arrow buffers, and
provides fast SQL access via ODBC, JDBC, and REST for Bl, Python, R, and more (all backed by Apache Arrow).
Fletcher: Fletcher is a framework that can integrate FPGA accelerators with tools and frameworks that use the Apache Arrow in-memory format.
From a set of Arrow Schemas, Fletcher generates highly optimized hardware structures that allow accelerator kernels to read and write
RecordBatches at system bandwidth through easy-to-use interfaces.




2) Lightweight Solution

Interesting Projects

https://github.com/taosdata/TDengine

https://github.com/nubix-io/stuart

Stuart is designed for real-time and embedding, and so it follows some rules:

It does not perform deferred evaluation of anything; all compute costs are paid upfront for predictable throughput.

It uses pure Lua and does not include native C code. This maximizes portability and opportunity to be cross-compiled.
Any potential C code optimizations are externally sourced through the module loader. For example, Stuart links to
lunajson , but it also detects and uses cjson when that native module is present.

It does not execute programs (like 1s or dir to list files), because there may not even be an OS.

It does not make use of coroutines, in order to ensure easy transpiling to C.

It does not use upvalues or metatables in module scripts, so that module tables can be burned into ROM and chipsets
(see elLua LTR)

® |t should be able to eventually do everything that Apache Spark does.




IX. Artificial Intelligence
1) Trends

Project Management, Pipeline, and Visualization

https://mlflow.org/
https://pipeline.ai

AloT(Artificial Intelligence of Things)

https://www.forbes.com/sites/janakirammsv/2019/08/12/why-aiot-is-
emerging-as-the-future-of-industry-40/#3fa88278619b

https://aiotworkshop.github.io/

AlOps(Artificial Intelligence for IT Operations)

https://www.airshipit.org/
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TVM
https://tvm.ai/

TVM is an open deep learning compiler stack for CPUs, GPUs, and specialized accelerators. It aims to close the gap between the
productivity-focused deep learning framewaorks, and the performance- or efficiency-oriented hardware backends. TVM provides the
following main features:

® Compilation of deep learning models in Keras, MXNet, PyTorch, Tensorflow, CoreML, DarkNet into minimum deployable modules on
diverse hardware backends.

e Infrastructure to automatic generate and optimize tensor operators on more backend with better performance.

TVM stack began as a research project at the SAMPL group of Paul G. Allen School of Computer Science & Engineering, University of
Washington. The project is now driven by an open source community involving multiple industry and academic institutions. The project
adopts Apache-style merit based governace model.

TVM provides two level optimizations show in the following figure. Computational graph optimization to perform tasks such as high-level
operator fusion, layout transformation, and memory management. Then a tensor operator optimization and code generation layer that
optimizes tensor operators. More details can be found at the techreport.
[
[
Explosion of models and frameworks

Huge gap between model/frameworks and
hardware backends

Explosion of hardware backends




Architecture & Design

é Edge FPGA  Data Center FPGA A9 1 Computation Graph
& L 2~ e F-N i Banal i
o 1 Optimization

amazon

webservices

Tensor Compute
i Description

note:

Primitives from prior works (Halide, Loopy)

Schedule Space
and Optimizations New primitives to support GPUs, Accelerators

Source: “3Z#ETVM Al Compiler on RISC V with P Instructions”, Jeng-KuenLee, RISC-V Conf TW 2019




https://docs.tvm.ai/vta/index.html
Philosophy: simple hardware, provide software-defined flexibility

INSTRUCTION FETCH MODULE

LOAD STORE
MODULE MODULE

e JIT compile accelerator
micro code

® Support heterogenous
devices, 10x better than
CPU on the same board.

_ : _ e Move hardware complexity
e T compiler, driver,
4 hardware design

S full stack open source
Source: “TVM: An Automated End-to-End Optimizing Compiler for Deep Learning”, Tianqi Chen...

amazon
webservices




3) ARM NN

https://www.arm.com/products/silicon-ip-cpu/machine-learning/arm-nn
https://mlplatform.org

MM Application

Android NN

High level NN
libraries
i fli

Partner
IF Driver

ML " Partner
Processor M IP

Source: “Arm NN 19.08 Improvements”, Sadik Armagan &
Jim Flynn, Linaro Connect 2019(San Diego)

https://www.arm.com/why-arm/technologies/compute-librar




Components & Design

/N

. Arm N N CO re \ ‘ Thite Parsar | Andraidhiy | caffz ONMX Fla

/ f
Graph builder API \ |muiy||hklm;/%mima
Optimizer

)‘/

-

Runtime

C++ Graph Builder AP Application code

4

Reference and Neon/Cl via Compute Library
- New backend planned

Parsers

Runtime

Optimiser PBackends
Tensorflow " v

seheduler Targat aptimisations ‘ ‘ Graph optimisations ‘ Fila Farmat Mamary Manager | CpencL

Refarance MEOM ‘ Custom Backend

Tensorflow Lite ,

Caffe R l

Compute Library Custom Libraries

+ ONNX /.

* Android NNAPI Driver el N Rl
e C++ 14 ML inference API for Linux

Developed as Open Source software

+  Contributions are welcome from anyone and are reviewed before acceptance
Synchronised release with Compute Library and Android NNAPI driver libraries

+  Compute Library

—  Arm CPU with NEON acceleration (ARMv7 and v8x)

- Arm Mali GPU with OpenCL acceleration (Midgard and Bifrost architectures)
+ Android NNAPI driver

—  Forwards Android NNAPI HAL calls to the Arm NN API

“Arm NN 19.08 Improvements”, Sadik Armagan & Jim Flynn, Linaro Connect 2019(San Diego)
“Arm NN plug-in framework”, Les Bell, Matteo Martincigh, Narumol Prangnawarat , Linaro Connect 2019(Bang




4)

My Practice
successfully built

successfully built
line in its build file

successfully built

and

on RPi4 natively with

® Android NDK: How to use Android NDK to build Arm NN

on RPi4 natively
on RPi4 natively by changing one

disabled

® Cross compilation from x86_64 Ubuntu to arm64 Linux: Arm NN Cross Compilation

® Native compilation under aarch64 Debian 9

1. add support

supportin ARM NN

https://pytorch.org/blog/pytorch-1-dot-3-adds-mobile-privacy-

guantization-and-named-tensors/

Component Description

torch

torch.autograd

torch jit
torch.nn
torch.multiprocessing

torch.utils Dataloader and other utility functions for convenience

2. useful components such like
and
3. practice TVM FPGA backend

® Breaking Changes

® Highlights
¢ [Experimental]: Mobile Support
© [Experimental]: Named Tensor Support
© [Experimental]: Quantization support
© Type Promotion
© Deprecations

® New Features
© TensorBoard: 3D Mesh and Hyperparameter Support
© Distributed
© Libtorch Binaries with C++11 ABI
© New TorchScript features

® |Improvements

from PyTorch




https://developer.arm.com/ip-products/processors/machine-learning/
arm-nn

TensorFlowl ite™ O PyTorChw € ONNX™

@xnet” Caffe” S Caffe2” Android” NNAPI

Software Libraries Optimized for Arm Hardware

S E
Products arm
COMPUTE LIBRARY CMSIS-NN

Partner IP

arm CORTEX DSPs,
arm DynamIQ FPGASs,
Accelerators
arm NEOVERSE




X. Monitoring, Tuning, and Debugging

Design Goal

1) Extending LISA
Project LISA

https://github.com/ARM-software/lisa

perbereh \ WiGen \ | = Interactive test and analysis

I

E tests i
m Executor } | > Automated tests

configuration

Data Collection and Analysis

trace.dat

Source: “Linux Integrated System Analysis (LISA) & Friends ”, Patrick Bellasi, ELC 2016




2)

Extending ntopng
rethinking ntopng as a good basic framework which is extended
as a system monitoring toolkit. In particular, it is moving towards

eBPF-based solutions.
fully replace with our new database
pls also refer to my presentation

at OSDT Beijing (Nov 9, 2019)




3) My Practice

working on a new eBPF-centric unified system(both kernel space & use
space) monitoring, tuning, and debugging toolkit base on

. In-addition to Ftrace, combining with eBPF support

. architecture redesign for better support existing Linux Kernel
analysis and test utilities

. integrate eBPF-oriented tools like : (github.com/osandov/
drgn) and (github.com/iovisor/kubectl-trace)

® Better 1ebubmformatlm

® Better vmcores
Source: “drgn: Programmable Debugging”, Omar Sandoval (Facebook), Linux Plumbers Conference 2019

4. support hardware debug interface like and , iIntegrate
good on-chip debugger like (http://openocd.org/), and
gradually add full (https://developer.arm.com/
architectures/cpu-architecture/debug-visibility-and-trace/
coresight-architecture) support in the future

Pls refer to my presentation at
PyCon China Hangzhou (Oct 19, 2019) for details & preliminary work




Xl. Security

Overview
https://en.wikipedia.org/wiki/Computer_security
https://len.wikipedia.org/wiki/Information_security
https://len.wikipedia.org/wiki/Data_security

1) Reference Design
AWS Nitro System
https://aws.amazon.com/ec2/nitro/

The AWS Nitro System is the underlying platform for our next generation of EC2 instances that enables

AWS to innovate faster, further reduce cost for our customers, and deliver added benefits like increased

security and new instance types.

AWS has completely re-imagined our virtualization infrastructure. Traditionally, hypervisors protect the
physical hardware and bios, virtualize the CPU, storage, networking, and provide a rich set of management
capabilities. With the Nitro System, we are able to break apart those functions, offload them to dedicated

hardware and software, and reduce costs by delivering all of the resources of a server to your instances.

With the Nitro System, we shipped nearly 3x as many new instances in 2018 versus the prior year.




Nitro Cards
0=l

VPC Networking

Amazon Elastic Block Store
(Amazon EBS)

Instance Storage
System Controller

!

ENA PCle Controller

VPC Data Plane

NVMe PCle Controller

Transparent Encryption

Nitro Security Chip Nitro Hypervisor

Integrated into motherboard Lightweight hypervisor
Protects hardware resources Memory and CPU allocation
Hardware Root of Trust Bare Metal-like performance

C@ NVMe PCle Controller

EBS Data Plane

System Control

Instance Nitro

Storage Root of Trust Control

Source: “Powering Next Gen EC2 Instances--Deep Dive into the Nitro System”
Anthony Liguori, AWS re:Invent 2018




Security at Edge

Authenticated Guest,
applications

viPM

Guest

Hyperwsor

Disabled ports, encryption,

Network \ Firewall

Signed Kernel,
) Kernel Modules

TPM 2.0, Bios Password,

/ Disabled USB boot

Locks,

Restricted access (console)
'

Physical

Source: “StarlingX Introduction ”, EdgeX Foundry, Akraino Edge Stack Summit 2018




2)

2.1 ARM for Security

Hardware-Software Co-designed System Security

https://www.arm.com/products/silicon-ip-security

Trust Zone

https://developer.arm.com/ip-products/security-ip/trustzone

Same
technology that
secures
—A billion+
devices
— Samsung
— BlackBerry
— Nokia
— Microsoft

—Payment and /
bank terminals

—Set top boxes

Source: “EASING ACCESS TO ARM TRUSTZONE -

Terminology
TrustZone is hardware

— Trusted Execution Environment
(TEE) is software

Normal World / Rich OS / REE

— Secure World / Secure OS /
TEE

— Secure Monitor
— Trusted Application (TA)
— Trusted Connector APls

Trusted Application Manager
(TAM)

- OP-TEE AND RASPBERRY PI 3”, Sequitur Labs Inc, Linsro Connect LAS2016




Normal world code Trusted software

Trusted Apps

Secure device drivers

Trusted OS

PSCI Payload Dispatcher

Trusted Boot

Hardware Interfaces

Key
, SoC Graphics CryptoCell
Trusted Arm Cortex-A .
- Subsystem Video Initial ROT and
Physical IP security subsystem

Source: “Beyond TrustZone”, Rob Coombs, ARM Tech Symposia 2017(Taipei)




PSA (Platform Security Architecture)

https:/lwww.arm.com/why-arm/architecture/platform-security-
architecture

A programmable security enclave to extend

fixed function CryptoCell family. Debuz N Host CPU Sl i

CoreSight SRAM Cntl
TrustZone Cryptolslands - an additional SoC IQ domain
family of security solutions by Arm.

Aimed at providing on-die security services, I
in a physically isolated manner (host CPU

|
agnostic)
Axiom: less sharing of resources leads to s
smaller attack surface and fewer (internal / Control

Flash Power

R external
vulnerabilities. )

Certification, at a reasonable cost (i.e. reuse).
Source: “Beyond TrustZone”, Rob Coombs, ARM Tech Symposia 2017(Taipei)

https://www.arm.com/products/silicon-ip-security/cryptoisland




Non-secure Processing What iS Secure Partition?

’ Secure Processing environment(SPE)
environment(NSPE)

* Unit of isolation
Application Root of Trust PSA Root of Trust

* Execution environment for
Secure Secure Secure

Partition Partition Partition

RoT service:
. Provide access to resources

Application Application Application PSA RoT + Protect code and data
RoT Service RoT Service Service - Mechanisms to interact with

other components

Library /
OS kernel Secure Partition Manager Isolation level 1 - Protect SPE from NSPE

Isolation level 2 - Protect PSA RoT from App RoT
Isolation level 3 - Protect each Secure partition
from other secure partition
Source: “Secure Partition Runtime Library on loT Device”, Ken Liu & Edison Ai,
Linaro Connect 2019(San Diego)




Option 1: Per-Partition Library

Secure Secure Secure
Partition Partition Partition

Application Application PSA RoT
RoT Service RoT Service Service

Runtime Runtime Runtime
Library Library Library
Ao A o 4 4 ___d4

Secure Partition Manager

Supervisor Call

Function Call

Option 2: All by Supervisor Call

Secure Secure Secure
Partition Partition Partition

Application Application PSA RoT
RoT Service RoT Service Service
Secure Partition Runtime Library

Secure Partition Manager

Supervisor Call

* Image size increases much.

* Hard to put into a single loaded
Image.

SPM consume more execution
time.

Library execution cannot be
preempted.

Library code runs under
unnecessary privileged level.

Source: “Secure Partition Runtime Library on loT Device”, Ken Liu & Edison Ai,

Linaro Connect 2019(San Diegao)




Option 3: Partition Shared Library

Secure Secure Secure
Partition Partition Partition

Application Application PSA RoT . .
RoT Service RoT Service Service * Dedicated MPU region needs to
be reserved for library.

* Fast and efficient.

Secure Partition Runtime Library (CODE ONLY) ) A We”_balanced implementation‘

Secure Partition Manager

Supervisor Call

Function Call

Source: “Secure Partition Runtime Library on loT Device”, Ken Liu & Edison Ali,

Linaro Connect 2019(San Diego)

https://git.trustedfirmware.org/trusted-firmwarem.git/tree/docs/
design_documents/tfm_secure partition_runtime_library.rst

https://git.trustedfirmware.org/trusted-firmware-m.git/




Trusted Firmware
https://www.trustedfirmware.org/

Trusted Firmware provides a reference implementation of secure world software for Armv8-A and Armv8-M. It provides SoC developers and OEMs

with a reference trusted code base complying with the relevant Arm specifications. The code on this website is the preferred implementation of Arm

specifications, allowing quick and easy porting to modern chips and platforms. This forms the foundations of a Trusted Execution Environment (TEE)
on application processors, or the Secure Processing Environment (SPE) of microcontrollers.

Trusted Firmware History

\ oday @

Oct 2018

W/ TrustedFirmware.org
Mar 2018

Trusted Firmware-M
Trusted Firmware-A

L

Oct 2013
Arm Trusted Firmware

Source:

“TrustedFirmware.org Project update”, Matteo Carlini & Shebu V. Kuriakose,
Linaro Connect 2019(San Diego)




. Application trusted OS specific
. Application provider specific
Client Client Trusted Trusted :
Application Application © Application Application
TrustedFirwmare.org
. Silicon Vendor specific software

: Secure services:
Operating System Kernel . DRM

- usedosomer S + secure payment

*  Secure storage

Normal world Secure world

Hypervisor (optional) * Crypto

Platform services:
*  Trusted boot

~ AppTOSDispatcher *  Power management (PSCI)

. * Silicon vendor services Linaro
Trusted Firmware connect
* Errata management

|- --4

Source: “TrustedFirmware.org Project update”, Matteo Carlini & Shebu V. Kuriakose,
Linaro Connect 2019(San Diego)




Normal world Secure world

. Application trusted OS specific
. Application provider specific
Client Client -
Application  Application
TrustedFirwmare.org
. Silicon Vendor specific software

Operating System Kernel Secure services:

* DRM

*  Secure payment
Hypervisor (optional) . Secure sptoyrage

*  Crypto
Platform services:

I Trusted boot

Power management (PSCI)
Silicon vendor services Linaro

Trusted Firmware Linare
Errata management san lega 2019

Source: “TrustedFirmware.org Project update”, Matteo Carlini & Shebu V. Kuriakose,
Linaro Connect 2019(San Diego)




Normal world

Client Client
Application Application

Operating System Kernel

Hypervisor (optional)

MM_COMMUNICATE

———

Secure world

Secure Partition Manager

Generic Firmware

Q] oo s ec_
[ ortestonproveerssene |
I E——

Single uniprocessor
partition (MM spec)

Execute a UEFI image with
StandaloneMM service

Run to completion model

Available upstream now

Linaro

connect
o g 200

Source: “TrustedFirmware.org Project update”, Matteo Carlini & Shebu V. Kuriakose,
Linaro Connect 2019(San Diego)




Normal world Secure world - Application trusted OS specific

(PsA) . Application provider specific
Trusted
Application

Client Client

Application Application Generic software

TrustedFirwmare.org

. Silicon Vendor specific software

ation Boundary __

5ol

Operating System Kernel

Multiple SPs (SPCI spec)

Migration path towards
Armv8.4 Secure EL2

Ongoing work now
within TF.org

Trusted OS / OP-TEE Driver

TrustZone |

Secure Partition Manager

Generic Firmware Linaro
ponngct

Source: “TrustedFirmware.org Project update”, Matteo Carlini & Shebu V. Kuriakose,
Linaro Connect 2019(San Diego)




Client Client
Application Application

Source:

Normal world Secure world

(PSA)
Trusted
Application

Trusted OS
(OP-TEE)

Secure Partition Manager

S-EL2 Firmware

EL3 Runtime

Generic Firmware

] oo ruados st _
[ ocntonprovarestc

Silicon Vendor specific software

Isolation through
virtualization in the
Secure world

Coupled with new
SMMU and GIC,
system-wide isolation

Future development
within TF.org

Linaro

connect
San Diega 2019

“TrustedFirmware.org Project update”, Matteo Carlini & Shebu V. Kuriakose,

Linaro Connect 2019(San Diego)




Armv8.4 S-EL2
Pre-8.4: SPCI OP-TEE Secure Partition

Resource + StandaloneMM SPs Manager (SPCI-

S-ELO Single description + PSATAS based)

Pdrtition for UEFI CoT update / Secure Firmware SMMU v3.2 support

StandaloneMM  Multiple Signing Update
services based domains

(Legacy MM) Measured Boot

Source: “TrustedFirmware.org Project update”, Matteo Carlini & Shebu V. Kuriakose,
Linaro Connect 2019(San Diego)




TF-M Roadmap

Enabling L2

Certification,

| Dual v7-M,
Eibrary, IPC Mode, pga 1.0.0,

L1,L2 Isolation, Crypto HW
PSA APls

mbedcrypto

Crypto HW,
TF-M Profiles,
Level3 Isolation,
TF-M in Cl

Provisioning,
Secure Debug,
Platform Services,
PSA API 1.1

Linaro
connect
San Diego 2019

Source: “TrustedFirmware.org Project update”, Matteo Carlini & Shebu V. Kuriakose,

Linaro Connect 2019(San Diego)




TrustedFirmware

.org

Source: “TrustedFirmware.org Project update”, Matteo Carlini & Shebu V. Kuriakose,
Linaro Connect 2019(San Diego)




2.2 OpenEnclave
https://openenclave.io/sdk/
https://github.com/openenclave

| Open Enclave (OE) is an SDK for building enclave applications in C and C++. An enclave application partitions itself into two

compo nents:

1. An untrusted component (called the host) and

2. A trusted component (called the enclave).

An enclave is a protected memory region that provides confidentiality for data and code execution. It is an instance of a

Trusted Execution Environment (TEE) which is usually secured by hardware, for example, Intel Software Guard Ex

This SDK aims to generalize the development of enclave applications across TEEs from different hardware vendors. The

current implementation provides support for Intel SGX as well as preview support for OP-TEE OS on ARM TrustZone. As an
open source project, this SDK also strives to provide a transparent solution that is agnostic to specific vendors, service
providers and choice of operating systems.




3) eBPFis playing a more and more important role in
Linux system security

Netflix acenoo
Performance profiling and tracing eBPF-based load balancer with DDoS

Sysdig Cloudflare
eBPF instrumentation for high DDoS and Observability

performance system calls tracing

Weaveworks Cilium

Trace TCP events Powerful and efficient networking,
security and load-balancing at L3-L7.

AWS Firecracker Redhat

Using Seccomp BPF to restrict RHEL 7.6 enables extended eBPF
system calls. in-kernel VM

Source: “Back to the future with eBPF”’, Beatriz Martinez Rubio, KubeCon Europe 2019




eBPF-based IDS

SJURILAIA

IDS/IPS

Filtering Rules

Source: “Using nDPI oe
DPDK Summit NA 2018

https://github.com/ntop/nDPI
//Open Source Deep Packet Inspection Software Toolkit
https://suricata-ids.org/

a network intrusion detection , inline intrusion prevention
network security monitoring

https://lwn.net/Articles/737771 Using eBPF and XDP in Suricata

http://suricata.readthedocs.io/en/latest/capture-hardware/ebpf-
xdp.html?highlight=XDP




XIl. Miscs

1) New Python Runtime

Why is it
https://www.kdnuggets.com/2018/05/poll-tools-analytics-data-science-

machine-learning-results.htmi

KDnuggets Analytics, Data
Science, Machine Learning Software
Poll, 2016-2018

60% 70%

Important Python Projects for HCI

DevOps:
Data Analyst:

Build:
Al:
Cloud/DataCenter:

Security:




1.1 Previous Methods
LLVM-based (VMKit, MCJIT...)

CPython

Parser —»»_ AST —»» Compiler —»» Bytecode

Gobal state
Unladen Swallow

Codegen <4 LWIR <« Optimizers [« LWVMIA

Src2Src

[ cuibackend

y »‘ Eval

-=— |RBuilder

Baseline

Parser Bytecode Interpreter JT . I LLVM JIT

Tracer

Runtime

Pyston

High Level

PyPy
slation Pr

annotate low

nalffunctions

other target

Low Level

intermediate representation
produced code




1.2 New ldeas
GraalVM
koting, o 1 JS ey QR @ python "f.‘

#Scala

Automatic transformation of interpreters to compiler

Graal

Embeddable in native or managed applications

standalone

Open ﬂudc ORACLE -

Database

RustPython
https://github.com/RustPython

JITs

https://github.com/thautwarm/restrain-jit
https://github.com/Microsoft/Pyjion

BYOD
The initial demo of my own solution

will come in next year...




2)

FPGA

https://en.wikipedia.org/wiki/Field-programmable gate array
https://en.wikipedia.org/wiki/FPGA prototyping

FPGA Basics

“FULLY CONNECTED”




2.1 Next Steps in our new development cluster
Networking

FPGA-based SmartNIC prototyping
FPGA-based programmable smart switch

FPGA-based Al accelerator




XIll. eBPF-centric New Design

1) System Architecture

an _ new solution to meet our design
goals & principles that described in section Il, which is going
to be divided into four stages







(Kata Containers...)




(Kata Containers...)




(Kata Containers...)




1.1 TuobaOS
https://github.com/Yuwenfeng2019/TuobaOS

developer friendly Linux distribution images that target at on
Open Hardware development boards to achieve the following

goals gradually:

Stage 1
base on an existed distribution like Fedora, Manjaro, and so on

upstreaming Linux Kernel with all the necessary HCI related
features (e.g., eBPF, Virtualization, Debugging, Networking,

Storage...)enabled according to our design

all the necessary development required packages (such as that
for programming language runtimes, developer toolkits,
virtualization softwares, devops utllltles HPC/AI frameworks,

security tools, and so on) are preinstalled




Stage 2
get rid of the old GNU softwares and corresponding
dependencies as much as possible, such like:

1) remove GCC and use LLVM as the default toolchain to build
everything like Linux Kernel

2) replace glibc with musl libc (http://www.musl-libc.org/)

upstreaming Linux Kernel with our own customization,

especially for eBPF related code, and an In-Kernel messaging

bus

Stage 3
replace musl libc with [lvm-libc (https://livm.org/docs/

Proposals/LLVMLibC.html) if the later is mature enough
upstreaming Linux Kernel with all the In-Kernel services work
as expected according to our design




XIV. Wrap-up
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http://en.wikipedia.org/wiki/

http://www.slideshare.net/
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https://www.python.org
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http://www.brendangregg.com/
https://en.wikipedia.org/wiki/Just-in-time_compilation
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https://www.infog.cn/article/apache-arrow




