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I.  Edge Computing  
1)  Overview 
 https://en.wikipedia.org/wiki/Edge_computing 

         a distributed computing paradigm which brings computation and  

         data storage closer to the location where it is needed, to improve  

         response times and save bandwidth.… 

 https://www.networkworld.com/article/3224893/what-is-edge-
computing-and-how-it-s-changing-the-network.html 

         a way to streamline the flow of traffic from IoT devices and provide  

         real-time local data analysis 

 

 

 

 

 

 

 

 

 

 
 
 

 

 

 



Intelligent Edge with Hardware, Software and Data 

      Hardware 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Source:  “Deploying the New Intelligent Edge with Open Hardware, Software and Data”, 

                Wenjing Chu, ONS North America 2019  



 Software 

         

 

 

 

 

 

 

 

 

         

 

 
 

 
 

 

 
 

 

 

 

Source:  “Deploying the New Intelligent Edge with Open Hardware, Software and Data”, 

                Wenjing Chu, ONS North America 2019  



 Data 

         

 

 

 

 

 

 

 

 

         

 

 
 

 
 

 

 
 

 

 

 

Source:  “Deploying the New Intelligent Edge with Open Hardware, Software and Data”, 

                Wenjing Chu, ONS North America 2019  



2)    Outstanding Platforms 
2.1  EdgeX Foundry 
 https://www.edgexfoundry.org/ 

 o 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Migrating from Java to Go since 1.0 release  
           

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

         

 

 
 

 
 

 

 
 

 

 

 



2.2  StarlingX 
      https://www.starlingx.io/ 

      o 

   

 

 

 

      o 
 

 

 

 

 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Headline Features of StarlingX 2.0 



2.3  Akraino 
      https://www.lfedge.org/projects/akraino/ 

      Akraino Edge Cloud Stack 
 

 

 

 

 

 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

https://www.opennetworking.org/wp-content/uploads/2018/12/ONF_Connect_Open19_and_Akraino.pdf 



Akraino on ARM  
 Ampere OpenEdge Compute Platform 

 

 

 

 

 

 

 

 

 

 Marvell Open Edge ARM Server Board Detail 

 

 

 

          

 

         

 
 

 
 

 

 

 

https://www.opennetworking.org/wp-content/uploads/2019/09/2pm-Tina-Tsou-Efficient-Computing-at-

the-Edge-with-Arm-for-SEBA.pdf 



3)    Status, Trend, and HCI  
3.1  ARM Ecosystem in 2019 
 o 
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ARM Neoverse 

 o 

 

 

 

 

 

 

 

 

 

 
 

 



Linaro 

 https://www.linaro.org/ 

 o 

 

 

 

 

 

 

 

 

 
 

 



 96boards  

        https://www.96boards.org/ 

        https://www.96boards.org/specifications/ 

 

 

 

 

 

 

 

 

 

 

 
           

 

          

           

 

 

 

 

 

 

 

 

 
 

 

         

 

 
 

 
 

 

 
 

 

 

 



SOM/COM 

     https://www.linaro.org/news/linaro-announces-launch-of- 

        96boards-system-on-module-som-specification/ 

      http://linuxgizmos.com/linaro-launches-two-96boards-som- 

        specifications/ 

      http://static.linaro.org/assets/specifications/ 

        96BoardsComputeSoMSpecificationV1.0.pdf 

      https://static.linaro.org/assets/specifications/ 

        96BoardsWirelessSoMSpecificationV1.0.pdf 

      o 

 

 

 

 

  

 

 

 

 

 



      http://www.beiqicloud.com/product_detail.html?pid=CarrierBoard 

 

 

 

 

  

 

 

 

 

 



3.2   Clustering 
BitScope Pi Cluster  

      http://cluster.bitscope.com/ 

        Scalable clusters make HPC R&D easy as Raspberry Pi  

     

                         

 

 
 

 

 

 

 

 

 

 

 

 

       

 
 

 

 

 

 

 

 

 

 

 

 

 

           

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

         

 

 

 

 

 

 

 
 

 

 

 



 http://bitscope.com/product/blade/?p=about 

 

         
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 
 

          

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Oracle RPi Supercomputer  

 https://www.servethehome.com/oracle-shows-1060-raspberry- 

         pi-supercomputer-at-oow/ 

         Oracle Shows 1060 Raspberry Pi Supercomputer 

 

 

 

 

 
 
 
 
 
 



What’s the matter  

 https://www.servethehome.com/aoa-analysis-marvell-
thunderx2-equals-190-raspberry-pi-4/ 

         

 

 

 

 
 
 
 
 
 



3.3   New Technologies in the Arm Architecture 
SVE2 & TME  

      https://community.arm.com/developer/ip-products/processors/b/ 

         processors-ip-blog/posts/new-technologies-for-the-arm-a-profile- 

         architecture 

 Scalable Vector Extension v2 

 

     

                         

 

 
 

 

 

 

 

 

 

 

 

 

       

 
 

 

 

 

 

 

 

 

 

 

 

 

           

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

         

 

 

 

 

 

 

 
 

 

 

 

Source:   “New Technologies in the Arm Architecture”,  Nigel Stephens(Fellow, Arm Ltd) 

                 Linaro Connect 2019(Bangkok) 



 Transactional Memory Extension  

 

 

 

 

 

 

 

 
 Enabling tools and documentation 

         
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 
 

          

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Source:   “New Technologies in the Arm Architecture”,  Nigel Stephens(Fellow, Arm Ltd) 

                 Linaro Connect 2019(Bangkok) 



AI  
 https://community.arm.com/developer/ip-products/processors/b/ml-ip-

blog/posts/bfloat16-processing-for-neural-networks-on-armv8_2d00_a 

 

 

 

 

 

 

 
 

 https://www.arm.com/company/news/2019/10/new-arm-ip-brings-
intelligent-immersive-experiences-to-mainstream-markets 

          

 

         

 
 

 
 

 

 

 



AI  
 https://www.arm.com/company/news/2019/10/arm-enables-custom-

instructions-for-embedded-cpus?utm_source=twitter&utm_medium= 

         social&utm_campaign=2019_techcon-marketing_mk17_na-&utm_term= 

         arm-enables-custom-instructions&utm_content=press-release 

 https://www.arm.com/why-arm/technologies/custom-instructions 

 https://developer.arm.com/architectures/instruction-sets/ 

         custom-instructions 

 o 

 
 

 
 

 

 

 



 http://www.pynq.io/ 

 

 

         
 

 

 

 

 
 https://www.96boards.org/product/ultra96/  (~250$) 

 

 

 

 

 
 

 
 

          

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



3.4   FPGA 
Xilinx Vitis & XRT  

      https://www.xilinx.com/products/design-tools/vitis.html 

         Unified software platform for all developers 

  

     

                         

 

 
 

 

 

 

 

       https://xilinx.github.io/XRT/                                  

 
 

 

       

 
 

 

 

 

 

 

 

 

 

 

 

 

           

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

         

 

 

 

 

 

 

 
 

 

 

 



3.5   SmartNIC  

      https://www.nextplatform.com/2018/08/06/living-in-the-smartnic-future/ 

       Netronome NFP-6XXX DETAILED BLOCK DIAGRAM 

 

  

     

                         

 

 
 

 

 

 

 

       

 
 

 

       

 
 

 

 

 

 

 

 

 

 

 

 

 

           

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

         

 

 

 

 

 

 

 
 

 

 

 



Use Case  
 https://www.servethehome.com/packet-launching-microservers-

netronome-smartnics-epyc-surprise/ 

 

 

 

 

 

 

 
 

          

 

         

 
 

 
 

 

 

 



3.6   HCI (Hyper-Converged Infrastructure)  
      https://en.wikipedia.org/wiki/Hyper-converged_infrastructure 

 software-defined IT infrastructure that virtualizes all of the elements of 
conventional "hardware-defined" systems… 

 https://www.nutanix.com/hyperconverged-infrastructure 

 

     

                         

 

 
 

 

 

 

 

 

 

 

 

 

       

 
 

 

 

 

 

 

 

 

 

 

 

 

           

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

         

 

 

 

 

 

 

 
 

 

 

 



 Trend (from my point of view)  

 

 

 

 

 

 

 

 

 

 

 

 

 
           

 

          

           

 

 

 

 

 

 

 

 

 
 

 

         

 

 
 

 
 

 

 
 

 

 

 



4)    Summary   
 Global Edge Computing Market is keep on growing, which  

        mainly driven by the burst of Internet of Thing 

 

 Hardware and software vendors in Edge computing like 

         "Let a hundred flowers bloom" 

 

 Currently, there is no dominant solution provider at Edge like 
what AWS, GCP, and Aliyun does at Cloud 

 

 Due to the diverse requirement for Edge Computing, and 
considering it may meet the resource limitation problem when 
comparing with Cloud Computing, so a lightweight and flexible 
solution with high cost–performance ratio is still very attractive 

 

 

 

 

 

 

 

 

 

 

 
         

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

         

 

 
 

 
 

 

 
 

 

 

 



II. Overall Design  
1)   Design Goals & Principles 
Goals 

 a lightweight Edge Computing solution with high cost–
performance ratio  

 flexible and modular architecture 

 scale out, not scale up  

 meet the trend for Hyper-Converged Infrastructure at Edge 

 … 

 

 

 

 

 

 

 

 

 
 
 

 

 

 



Principles 
 no JVM based project is considered 

        (so Spark, Flink, Kafka, ElasticSearch are excluded…) 

 reduce the dependencies for Go-based project to least 

        (though it is difficult to do so…) 

 make project code reusable and self-contained as much as 
possible 

 … 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



2)   Hardware Platform 
       ARM is the best choice in current stage (from my point of view)  

         high cost–performance ratio development boards 

         an increasingly mature ecosystem 

         a lot of vendors to choose from 

         lower power consumption 

         ARM is ruling IoT and Embedded 

         the major FPGA vendor Xilinx uses ARM as hardware cores  

         on their Reconfigurable Computing platform 

         …          

 

      may migrate to ARM, X86, RISC-V Hybrid Architecture in the  

        near future, but ARM is still first class 

 

 
         

 

 

 

 

 

 

 

                 

 
 

 

         

 

 
 

 

 

 

 
 

 

 

 



3)    Why is eBPF 
3.1  BPF (Berkeley Packet Filter, aka cBPF) 
 https://en.wikipedia.org/wiki/Berkeley_Packet_Filter 

 http://www.tcpdump.org/papers/bpf-usenix93.pdf 

 History 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
           

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

         

 

 
 

 
 

 

 
 

 

 

 

Source:   ebpfbasics-190611051559.pdf  



 What is it  

 

 

 

 

 

 

 

 

 

 

 

 

 
           

 

          

          https://blog.cloudflare.com/bpf-the-forgotten-bytecode/ 

 

 

 

 

 

 

 

 

 

 
 

 

         

 

 
 

 
 

 

 
 

 

 

 

… 

Source:   ebpfbasics-190611051559.pdf  

Source:   understandingebpfinahurry-190611040804.pdf 



3.2   eBPF (extended BPF) 
      since Linux Kernel v3.15 and ongoing 

      aims at being a universal In-Kernel virtual machine 

      a simple way to extend the functionality of Kernel at runtime 

      “dtrace for Linux” 

 

BPF Features by Linux Kernel Version 

      https://github.com/iovisor/bcc/blob/master/docs/ 

        kernel-versions.md 

 

Instruction Set 

      https://github.com/iovisor/bpf-docs/blob/master/eBPF.md 
 

 

Projects using eBPF 

      http://cilium.readthedocs.io/en/latest/bpf/#projects-using-bpf  
 

Good Resource 

      https://github.com/zoidbergwill/awesome-ebpf 

 
 

 

 

 

 

 

 

 

 

 

       

 
 

 

 

 

 

 

 

 

 

 

 

 

           

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

         

 

 

 

 

 

 

 
 

 

 

 



 What is it  

 

 

 

 

 

 

 

 

 

 

 

 

 
           

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

         

 

 
 

 
 

 

 
 

 

 

 

Source:   ebpfbasics-190611051559.pdf  

Source:   https://kernel-recipes.org/en/2017/talks/performance-analysis-with-bpf/ 



Workflow 

 o 

 

 

 

 

 

 

 

 

 
 

 

   Source:  http://www.slideshare.net/vh21/meet-cutebetweenebpfandtracing 

BPF_CALL 



Internals 

 Pls refer to my presentation "eBPF in Action" at LC3 Beijing  

        (on Jun 25, 2018) 

 $KERNEL_SRC/Documentation/networking/filter.txt 

 https://kernelnewbies.org/Linux_5.3 

 

 

 

 

 

 

 

 

 

 

 

 

 

 … 

 

 

 

 

 

 

 

 

 

 
 

 



Comparison 

 

 

 

 

 

 
 

 

         

 

 
 

 

 

 

 
 

 

 

 

 bpf() system call 

         http://www.man7.org/linux/man-pages/man2/bpf.2.html 



XDP (eXpress Data Path) 

 https://www.iovisor.org/technology/xdp 

 https://lwn.net/Articles/708087/      //Debating the value of XDP 

 Generic hook 

 

 

 
 

 Native XDP & Generic XDP 

 
 

 

 

 

Source:  https://github.com/cilium/cilium 

Source:  "Veth XDP--XDP for containers", Toshiaki Makita & William Tu, NetDev 2019 



 o  

 

 

 

 

 

 

 

 

 

 

 

 

 
           

 

          

           

 

 

 

 

 

 

 

 

 
 

 

         

 

 
 

 
 

 

 
 

 

 

 

Source:  https://www.net.in.tum.de/fileadmin/bibtex/publications/papers/ 

                ITC30-Packet-Filtering-eBPF-XDP-slides.pdf 

Source:  https://www.slideshare.net/lcplcp1/xdp-and-ebpfmaps 

Source:  http://people.netfilter.org/hawk/presentations/ 

theCamp2017/theCamp2017_XDP_eBPF_technology_Jes

per_Brouer.pdf 



eBPF for Storage Subsystem 

 eBPF can also be used for Storage, project ExtFuse 
(https://github.com/extfuse) shows its potential in this field. 

          

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Source:  https://www.phoronix.com/scan.php?page=news_item&px=ExtFUSE-Faster- 

                FUSE-eBPF 



eBPF for SmartNIC Development 

 o 

          

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Source:   https://www.netronome.com/m/documents/PB_Agilio-eBPF.pdf 



emerging project flow_rule 

 o 

          

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Source:   https://fosdem.org/2019/schedule/event/network_filtering_with_bpf/ 

                 https://lwn.net/Articles/775046/ 



BPF development is "100% driven by use cases" 

 https://lwn.net/Articles/801871/ 

 BPF Contributors 

          

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

  Source:  “BPF--Turning Linux into a Microservices-aware Operating System”, Thomas Graf 



Summary 
      Evaluation 

         

 

 

 

 

 

 

 

      Kernel Space & User Space Instrumentation 

 

 

 

 
 Dynamically extend Kernel funcationalities at runtime 

 
         

 

 

 

 

 

 

 

                 

 
 

 

         

 

 
 

 

 

 

 
 

 

 

 

Source:   ebpfbasics-190611051559.pdf  



 Polyglot VM 

        Changing the way you think about Linux Kernel development: 

 

 

 

 

 

 

 

 

 

 

 The Next Linux Superpower: 

         User Space/Kernel Space Repartition & Unifying 

          Reconstructing nearly every aspect of Linux Networking and Security  

          subsystem 

 

 

 

 

 

 

 

 

 

 
 

 
 

          

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

    Source: https://www.openhub.net/p/linux/analyses/latest/languages_summary 



4)    eBPF Development 
4.1  Toolchain 
LLVM 

 eBPF backend firstly introduced in LLVM 3.7 release 

 http://llvm.org/docs/CodeGenerator.html#the-extended-
berkeley-packet-filter-ebpf-backend 

 o 

 

 

 

 

 

 

 

 

 

 $LLVM_SRC/lib/Target/BPF 

 http://cilium.readthedocs.io/en/latest/bpf/ 

 LLVM 9.0 Released With Ability To Build The Linux x86_64 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
           

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

         

 

 
 

 
 

 

 
 

 

 

 

Source: https://ossna2017.sched.com/event/BCsg/making-the-kernels-networking-data- 

              path-programmable-with-bpf-and-xdp-daniel-borkmann-covalent 



GCC (GCC support for eBPF is on the way) 

 https://www.phoronix.com/scan.php?page=news_item&px=G
NU-Binutils-eBPF-Support          

         //GNU Binutils Begins Landing eBPF Support 

 https://www.phoronix.com/scan.php?page=news_item&px=G
CC-10-eBPF-Backend-Plans        

         //Oracle Is Aiming To Contribute An eBPF Backend To The    

           GCC 10 Compiler 

 https://www.phoronix.com/scan.php?page=news_item&px=O
racle-More-DTrace-Linux-eBPF  

        //Oracle Is Working To Upstream More Of DTrace To The  

          Linux Kernel & eBPF Implementation 

 https://www.phoronix.com/scan.php?page=news_item&px=O
racle-GCC-10-eBPF-V2               

        //2019-8-17::Oracle Continues Working On eBPF Support For    

          GCC 10 

 https://www.phoronix.com/scan.php?page=news_item&px=G
CC-10-eBPF-Port-Lands              

        //GCC 10 Lands The eBPF Port For Targeting The Linux In-     

          Kernel VM 

 

 

         

 

 

 

 
  

 

 

 

 
 

 

 

 



Status  

 o 

          

 

         

 
 

 
 

 

 

 

Source:   “eBPF support in the GNU Toolchain”, Jose E. Marchesi (Oracle),  

                 Linux Plumbers Conference 2019 



4.2   BCC (BPF Compiler Collection) 
      https://www.infoworld.com/article/3444198/the-best-open- 

        source-software-of-2019.html 

 

 

 

 

 

 

 

 

 

 

 

 

 
         

 

 

 

 

 

 

 

                 

 
 

 

         

 

 
 

 

 

 

 
 

 

 

 



What is it 
 https://github.com/iovisor/bcc/ 

 

 

        a toolkit with Python/Lua frontend for compiling, loading, and  

        executing BPF programs, which allows user-defined     

        instrumentation on a live kernel image: 

 compile BPF program from C source 

 attach BPF program to kprobe/uprobe/tracepoint/USDT/socket 

 poll data from BPF program  

 framework for building new tools or one-off scripts 

 additional projects to support Go, Rust, and DTrace-style 

frontend 

 … 

 

 

 

 

 
 
 

 

 

 



Architecture 

 o 

 

 

 

 

 

 

 

 

 

 

 

 

 

   Source:  http://www.slideshare.net/vh21/meet-cutebetweenebpfandtracing 



A Sample 

      https://lwn.net/Articles/747640/   //Some advanced BCC topics 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Source: http://linuxplumbersconf.org/2015/ocw//system/ 

              presentations/3249/original/bpf_llvm_2015aug19.pdf 



 

 

 

 

 

 

 

 

 
 

                      

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

         

 

 
 

 
 

 

 
 

 

 

 

Source:   “BPF Tracing Tools”,  Brendan Gregg,  Linux Plumbers Conference 2019 



development guide 
 https://github.com/iovisor/bcc/blob/master/docs/tutorial.md 

 https://github.com/iovisor/bcc/blob/master/docs/reference_gu
ide.md 

 https://github.com/iovisor/bcc/blob/master/docs/tutorial_bcc_
python_developer.md 

 … 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



III.  Testbed  
1)   Development Boards 
1.1  Raspberry Pi 4 
 https://www.raspberrypi.org/products/raspberry-pi-4-model-b/ 

 https://www.cnx-software.com/2019/06/24/raspberry-pi-4-vs-pi-3-what-
are-the-differences/ 

 

 

 

 

 

 

 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 



Pros 
 high cost–performance ratio (initial price $55 for RPi4 with 4GB RAM) 

 Most active community & ecosystem  

… 

 

Cons 
 More 64bit Linux distributions support is on the way   

 Lack of detailed technical docs for CPU, GPU, etc from Broadcom 

 … 



1.2   Jetson Nano 
     https://www.nvidia.com/en-us/autonomous-machines/ 

        embedded-systems/jetson-nano/ 

      Bringing the Power of Modern AI to Millions of Devices 

  

     

                         

 

 
 

 

 

 

 

 

       https://developer.nvidia.com/embedded/learn/get-started-jetson-nano-devkit 

 
 

 

       

 
 

 

 

 

 

 

 

 

 

 

 

 

           

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

         

 

 

 

 

 

 

 
 

 

 

 



Pros 
 high cost–performance ratio (initial price $99 for devkit) 

         https://tryolabs.com/blog/machine-learning-on-edge-devices- 

         benchmark-report/ 

 Complete Software Stack 

 

 

 

 

 

 

 

 

 

 

 

 

 TensorRT is Open Sourced now 

Cons 
 The kernel version is still 4.9 

 Not hacker friendly 
 

 

 

 



1.3   VIM3 Pro 
      https://www.khadas.com/vim3 

         Amlogic A311D SBC with 5.0 TOPS NPU 

 

  

 

 

     

                         

 

 
 

 

 

 

 

      

 
 

 

       

 
 

 

 

 

 

 

 

 

 

 

 

 

           

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

         

 

 

 

 

 

 

 
 

 

 

 



Pros 
 Cost–performance ratio (initial price $139.99) 

 Active community & ecosystem  

         ROM support:   

         Android 

         Android TV 

         Armbian 

         Manjaro ARM 

         Ubuntu XFCE 

         LibreELEC 

         CoreELEC 

         OpenWRT 

         … 

 

Cons 
 Does not provide a complete software stack 

 Lack of development documents for NPU 

 Complex Modes with various buttons in a confined space 

 … 



1.4   PYNQ-Z2 
      http://www.tul.com.tw/ProductsPYNQ-Z2.html 

 

 

 

 

 

 

           

     

                         

 

 
 

 

 

 

 

 

 

 

 

 

       Just as a learning platform for PYNQ 

 

 
 

 

       

 
 

 

 

 

 

 

 

 

 

 

 

 

           

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

         

 

 

 

 

 

 

 
 

 

 

 



1.5   A development boards cluster 
Current (as a small PoC platform)  

      o 

     

                         

 

 
 

 

 

 

 

 
 

 

       

 
 

 

 

 

 

 

 

 

 

 

 

 

           

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

         

 

 

 

 

 

 

 
 

 

 

 



Next Year 

 imagining  a new development cluster in next yerar with: 

        more powerful Cortex-A76/A77 or even Neoverse development  

        board with >= 8GB LPDDR5 (may plus UFS 3.0 memory card) 

        more powerful GPU development board 

        more powerful AI development board 

        more powerful FPGA development board 

        … 

  



2)  Software Platform 
2.1  Manjaro 
      https://manjaro.org 

      an open-source Linux distribution based on the Arch Linux OS 

 

 

 
 one of the first ARM64 Linux distribution that support RPi 4  

 

 

 

 

 Advantages (from my point of view) 

            – update packages quickly 

            – group install 

                https://www.archlinux.org/groups/  

            – Python 3 is the default Python version now 

               https://hg.python.org/peps/rev/76d43e52d978 

            – much more stable than expected 

 

 

 

         

 

 

 

 

 

 

 

 

 

 

 
           

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

         

 

 
 

 
 

 

 
 

 

 

 

2016-->2019 

https://www.distrowatch.com 

… 



 https://www.howtogeek.com/430556/why-i-switched-from-ubuntu-to-
manjaro-linux/ 

 https://wiki.archlinux.org/index.php/Pacman 

 Preparation 

        upgrade original Kernel on Manjaro RPi4 from v4.19.x to v5.3.x with all 

         the necessary options (like that for eBPF, Virtualization, Debugging, and 

         so on) enabled 

 

 

 

 

 

 

 

 

 

 

 

 
 Pls refer to my presentation "Python for Linux Kernel Debugging" at 

PyCon China Hangzhou (Oct 19, 2019) for details 

 

 

 

 

 

 

 

          

 

 

 

 

 

 

        

          
      

 

 

 

 

 

 

 

 

 

 
 

 
 

          

 

 

 

 



2.2  Ubuntu  
 https://jamesachambers.com/raspberry-pi-ubuntu-server-18-

04-2-installation-guide/ 

 https://ubuntu.com/blog/roadmap-for-official-support-for-the-
raspberry-pi-4                                               //Nov 3, 2019                   

 

 

 

 

 

 

 

 

 
2.3  Fedora  
 official support for Raspberry Pi 4 may coming in Fedora 32 

 developer friendly 

 https://iot.fedoraproject.org 

 



3)    Development Model 
 Fully In-Device development, no cross compilation 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



IV.  Computing, Networking, Storage   
1)   HPC (Heterogeneous Parallel Computing) 
1.1  CUDA 
 https://developer.nvidia.com/cuda-zone 

 most are closed source 

 https://nvidianews.nvidia.com/news/nvidia-brings-cuda-to-arm-
enabling-new-path-to-exascale-supercomputing 

 

1.2  ROCm 
 https://rocm.github.io/ 

 most are open sourced 

 not support ARM yet 

 

1.3  OpenCL 
 https://www.khronos.org/opencl/ 

 Implementation is depend on vendor 

 https://www.khronos.org/assets/uploads/developers/library/2019-
iwocl/IWOCL%20Keynote%20May19.pdf 

 

 

 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 



1.4  CAPI 
 https://developer.ibm.com/linuxonpower/capi/ 

        Coherent Accelerator Processor Interface (CAPI) 

 

 

 

 

 

 

 

 

 

 

 



1.5  Intel oneAPI 
 https://newsroom.intel.com/news/intels-one-api-project-

delivers-unified-programming-model-across-diverse-
architectures/#gs.dx5h9x 

 

 

 

 

 

 

 

 

 

 

 

 



2) Networking 
2.1  SRv6 
      Segment Routing over IPv6 dataplane 

      http://www.segment-routing.net/tutorials/2017-12-05-srv6- 

        introduction/ 

 it uses a source-routing concept that the topological and 
service (NFV) path is encoded in the packet header. Today, 5G 
is the main driver for fast-paced development of SRv6 
standards to simplify the user plane and network plane. 

                

 

 

       

 

   

 

 

          

         

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  Source:   http://www.segment-routing.net/images/20190130-bcn-cl-BRKRST-3122-rev7f-km2.pdf 



Linux Implementation  

      http://www.segment-routing.net/open-software/linux/ 

 

 

 

… 



2.2  ILA (Identifier-Locator Addressing)  
      https://lwn.net/Articles/657012/ 

      https://datatracker.ietf.org/doc/draft-herbert-intarea-ila/ 

      $KERNEL_SRC/Documentation/networking/ila.txt 

      o 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

    

 

 

  Source:   https://www.delaat.net/sc/sc17/posters/ila-poster-SC17.pdf  



2.3  ILNP (Identifier-Locator Network Protocol)  
      https://ilnp.cs.st-andrews.ac.uk/ 

 

      https://ilnp.github.io/ilnp-public-1/ 

      Internet RFC documents 

 

 

 

 



3)    ntopng 
 https://www.ntop.org/ 

      the next generation version of the original ntop, a high-speed  

        web-based network traffic analysis and monitoring toolkit 

 Features 

         

 

 

 

 

 

       

 

   

 

 

          

        … 

 https://www.ntop.org/support/documentation/documentation/  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Architecture 

 o 

 

 

 

 

 
 

  Source:  “Network Troubleshooting Using ntopng”, Luca Deri, SharkFest 2015 



 Data Collection Architecture 

         

 

 

 

 

 

 

 

 

         

 

 
 

 
 

 

 
 

 

 

 

  Source:  https://www.ntop.org/wp-content/uploads/2019/05/InfluxData_Webinar_2019.pdf 



PF_RING 

      https://www.ntop.org/products/packet-capture/pf_ring 

      a Linux kernel module and user-space framework that allows  

        you to process packets at high-rates while providing a  

        consistent API for packet processing applications 

      o 

 

 

 

 

 

 

 

 

 

 

 

 

   Source:   “Joining Forces: PF_RING and XDP”, Alfredo Cardigliano, ntopConf 2019 



3.1  eBPF support  
libebpfflow 

 https://github.com/ntop/libebpfflow 

 

 

 

 

 

 

 

 

nBPF 

 https://www.ntop.org/guides/pf_ring/nbpf/nbpf.html 

         a filtering engine/SDK supporting the BPF syntax and can be 

         used as alternative to the implementation that can be found 

         in libpcap and inside the kernel 

ntopng 4.x 

       ntopng 4.x will integrate system visibility with eBPF 

 

 

 

 

  Source:  https://www.ntop.org/wp-content/uploads/2019/05/InfluxData_Webinar_2019.pdf 

… 



3.2  My Practice  
 successfully build ntopng on RPi 4 with libpcap  

 

 

 

 

 



4)    DRedis 
4.1   Redis 

 https://redis.io/ 

      o 

 

 

 

 

      Module 

        https://redis.io/topics/modules-intro 

        https://redis.io/topics/modules-api-ref 

 

 

 

 

 

 

       

 

   

 

 

          

        

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



RedisEdge 

 https://redislabs.com/solutions/redisedge/ 

 The Edge Computing Database for the IoT Edge 

 

         

 

 

 

 

 

 o 

 

 

         

 

 
 

 
 

 

 
 

 

 

 



 o 

         

 

 

 

 

 

 

 

 

 
          

 

 

 

 

 

 

 

 

 

 
 

 
 

          

 

 

 

 



4.2  KeyDB 
 https://keydb.dev/ 

 A Multithreaded Fork of Redis 

 an ultra-fast, open source Key Value Store Database fully 
compatible with Redis API, modules, and protocols 

 o 

 

 

 

 

 

 

 

 

 

 

 

 

         

 

 

 

 

 

 

 

 

 

 

 
           

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

         

 

 
 

 
 

 

 
 

 

 

 



4.3  Tarantool 
 https://tarantool.io/en/ 

 o 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 incorporates the LuaJIT "Just In Time" compiler  

 

 

 

 

 

 

 

 

 

 

 

 

         

 

 

 

 

 

 

 

 

 

 

 
           

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

         

 

 
 

 
 

 

 
 

 

 

 



4.4  DRedis Design Goals & Principles 
 a re-implementation of Redis by combining the advantage of 

both KeyDB and Tarantool 

 compatible with Redis 6 and RESP3 

 all the existing Redis modules should work well 

 Better solution for Redis persistence 

 make fully use of LuaJIT 

 … 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

         

 

 

 

 

 

 

 

 

 

 

 
           

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

         

 

 
 

 
 

 

 
 

 

 

 



5)    Rethink Lightweight Storage Solutions 
Ceph 

 https://ceph.io/ 

      a unified, distributed storage system designed for excellent  

        performance, reliability and scalability 

      used as the default storage solution in OpenStack, and is  

        popular in production environment 

 but it is not a lightweight solution 

         

Other Interesting Projects  

Kudu 

 https://kudu.apache.org/ 

 but with many limitations… 

 

 

       

 

   

 

 

          

         

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



V. Containerization, Services, & DevOps   
1)  Kata Container 
 https://katacontainers.io/ 

 https://github.com/kata-containers/ 

 o 

 

 

 

 

 

 

 features the speed of containers, the security of VMs 

 

 

 

 

 
 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 



Architecture          

     https://github.com/kata-containers/documentation/blob/master/ 

       design/architecture.md 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Source:   https://www.openstack.org/summit/denver-2019/summit-schedule/events/23342/ 

                 tracing-the-life-of-a-packet-with-kata-containers 



Runtime            

     The runtime is OCI-compatible, CRI-O-compatible,  and 

       Containerd-compatible, allowing it to work seamlessly with both 

       both Docker and Kubernetes respectively 

     Kubernetes CRI 

 

 

 

 

 

 

     https://github.com/kata-containers/documentation/blob/master/ 

       how-to/how-to-use-k8s-with-cri-containerd-and-kata.md 

 

 

 

 

 

 

 

 

 

 

 

 



1.2  My Practice  
 Pls also refer to my presentation "OpenStack on ARM" at 

OpenInfra Days 2018(Beijing) 

 Try to build Kata Containers on my RPi4 

 

 

 

 

 



 But 

                  

 

 https://github.com/kata-containers/documentation/blob/ 

        master/install/README.md 

 

 

 

 

 

 

 

 

 

 

 may due to the 5.3.x kernel that we built for Manjaro on RPi4,  

        working on find the root cause of this issue… 

 https://snapcraft.io/install/kata-containers/manjaro 
 



2)    Lightweight Kubernetes 
2.1  K3S 
Overview 

 https://k3s.io/ 

 

 

 

 

 

 

 Great for:  

 

 

         

 

 

 

 

 

 

 

 

 

 

 
           

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

         

 

 
 

 
 

 

 
 

 

 

 



 Internals 

 

 

 

 

 

 

 

 

 

 

 

 
 

 
 

          

 

 

 

 



How it works 

 o 

 

 

 

 

 

 

 

 

 

 

 

 

 

 for practicing K3S on ARM64, pls also refer to my presentation 
"In-Kernel Virtual Machine & Service" at OSDT Beijing (Nov 9, 
2019)  

 

 

 

 
 



3)    Cilium 
Overview 

 https://cilium.io/ 

 https://github.com/cilium/ 

         API Aware Networking and Security using BPF and XDP  

 o 

 

 

 o 

 

 

 

         

 

 

 

 

 

 

 

 

 

 

 
           

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

         

 

 
 

 
 

 

 
 

 

 

 

Source:   “How Cilium uses BPF to Supercharge Kubernetes Networking & Security”, Mark Darnell, Roger  Klorese,  

and Dan Wendlandt 



How it works 

 o 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 



Bringing the Power of BPF to Kubernetes & Service Mesh 

 o 

 

 

 

 

 

 

 

 

 Integration architecture 

 

 

 

 

 

 

 

 
 

Source:   “How Cilium uses BPF to Supercharge Kubernetes Networking & Security”, Mark Darnell, Roger  Klorese,    

and Dan Wendlandt 

Source:   “Kernel advantages for Istio realized with Cilium”, Cynthia Thomas, OSCON 2018 



an ambitious project 

 o 

 

 

 

 

 

 

 

 

 

 

 
 



4)    In-Kernel Services 
4.1  Polycube 
Overview 

 https://github.com/polycube-network/ 

 

 

 

 

 

 

 

 

 

 

 

 

 

         

 

 

 

 

 

 

 

 

 

 

 
           

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

         

 

 
 

 
 

 

 
 

 

 

 



Architecure 

 o 

 

 

 

 

 

 

 

 
 



My Practice  

 building Polycube on ARM64   

 

 

 

 

 



VI.  Distributed Framework  
1)  Ray 
The Machine Learning Ecosystem 

 

 

 

 

 

 

 

What is it 
 https://rise.cs.berkeley.edu/projects/ray/ 

 

 

 

 https://github.com/ray-project/ 

 a system for distributed Python that unifies the ML ecosystem 

 a fast and simple framework for building and running distributed 
applications 

 

 

 

 

 

 

 

 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Source:   “Scaling Emerging AI Applications with Ray”, Peter Schafhalter, QCon  London 2019  



Architecture 

 o 

 

 

 

 

 
 

Source:   “Scaling Emerging AI Applications with Ray”, Peter Schafhalter, QCon  London 2019    

Tune:                        Scalable Hyperparameter Tuning  

RLlib:                       Scalable Reinforcement Learning 

Experimental: 

has moved to Modin 

(https://github.com/modin-project/) 



 layered architecture 

 

 
 

Source:   “Ray: A Distributed Framework for Emerging AI Applications”, Philipp Moritz, Robert Nishihara, etc 



Scheduling 

 bottom-up distributed scheduler 

 

 

 

 

 

 

 

 
 

Source:   “Ray: A Distributed Framework for Emerging AI Applications”, Philipp Moritz, Robert Nishihara, etc 



Notes 

 Serialization                         
         Plasma is a high-performance shared memory object store originally   

         developed in Ray and now being developed in Apache Arrow. 

 Data Format 

        Ray optimizes for NumPy arrays by using the Apache Arrow.  

 Redis 
         GCS uses one Redis key-value store per shard, with entirely  

         single-key operations. 

 AutoScaler 
         GCS uses one Redis key-value store per shard, with entirely  

         single-key operations. 

 

 

 

 

 Deploying on Kubernetes 
         The easiest way to run a Ray cluster is by using the built-in     

         Autoscaler, which has support for running on top of Kubernetes. 

        Warning: running Ray on Kubernetes is still a work in progress. 
 



2)  My Practice  
 porting Ray for ARM is still on the way  

 

 

 

 

 



2.1  Redesign & Reimplementation of Ray  
 extending Ray as a general-purse distributed App framework  

 extending Ray as a generic scheduler for HPC tasks 

 … 



VII.  Messaging & RPC  
1)   gRPC & Protobuf 
 https://github.com/grpc 

 https://github.com/protocolbuffers/protobuf 

 they are the most popular Messaging & RPC projects 

 

Future 

Reconsider nanomsg & msgpack when implementing DRay, DRPC, 
and ntopng2: 

 https://github.com/nanomsg/ 

 https://github.com/msgpack 

 

 

 

 

 

 

 

 

 

 

 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 



2)    Rethink In-Kernel Messaging 
 IKBUS (In-Kernel Bus) 

         for messaging among In-Kernel services & Kernel subsystems  

 

Also refer to 

 https://www.freedesktop.org/wiki/Software/systemd/kdbus/ 

        Linux kernel D-Bus implementation, but not limit to it… 

 https://github.com/bus1 

        Capability-based IPC for Linux 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



VIII.  Data Processing  
1)   Apache Arrow 
 https://arrow.apache.org/ 

 https://github.com/apache/arrow 

 a cross-language development platform for in-memory data. It 
specifies a standardized language-independent columnar memory 
format for flat and hierarchical data, organized for efficient analytic 
operations on modern hardware. It also provides computational 
libraries and zero-copy streaming messaging and interprocess 
communication… 

 

Advantages of a Common Data Layer 

 

 

 

 

 

 

 

 

 

 

 

 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 



Components 
 Major components of the project include: 

 

 

 

 

 

 

 

 
 https://arrow.apache.org/powered_by/ 
 

… 



2)    Lightweight Solution 
 As Spark and Flink are not considered, and streaming data 

processing is important in IoT 

 

Interesting Projects 

TDengine 

 https://github.com/taosdata/TDengine 

         An open-source big data platform designed and optimized for the IoT 

 

Stuart 

 https://github.com/nubix-io/stuart 

 a pure Lua rewrite of Apache Spark 2.2, designed for embedding and 
edge computing 

 Design 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



IX.  Artificial Intelligence  
1)   Trends  

 Project Management, Pipeline, and Visualization 

         https://mlflow.org/      

         https://pipeline.ai 

 

 AIoT(Artificial Intelligence of Things) 

         https://www.forbes.com/sites/janakirammsv/2019/08/12/why-aiot-is- 

         emerging-as-the-future-of-industry-40/#3fa88278619b 

         https://aiotworkshop.github.io/ 

          

 AIOps(Artificial Intelligence for IT Operations) 

        https://www.airshipit.org/ 

 

 

 

 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

… 

… 

… 



2)    TVM 
 https://tvm.ai/ 

 End to End Deep Learning Compiler Stack for CPUs, GPUs and 
specialized accelerators 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Source:   “TVM: An Automated End-to-End Optimizing Compiler for Deep Learning”, Tianqi Chen… 



Architecture & Design 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Source:   “支援TVM AI Compiler on RISC V with P Instructions”,  Jenq-KuenLee, RISC-V Conf  TW 2019 



 VTA Hardware Architecture 

         https://docs.tvm.ai/vta/index.html 

         Philosophy:  simple hardware, provide software-defined flexibility 

 

 

 

 

 

 

 

 

 
          

 

 

 

 

 

 

 
 

 
 

          

 

 

 

 

Source:   “TVM: An Automated End-to-End Optimizing Compiler for Deep Learning”, Tianqi Chen… 



3)    ARM NN 
 https://www.arm.com/products/silicon-ip-cpu/machine-learning/arm-nn 

 https://mlplatform.org 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 https://www.arm.com/why-arm/technologies/compute-library 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Source:   “Arm NN 19.08 Improvements”, Sadik Armagan &  

                Jim Flynn,  Linaro Connect 2019(San Diego) 



Components & Design 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Source:   “Arm NN plug-in framework”,  Les Bell,  Matteo Martincigh, Narumol Prangnawarat , Linaro Connect 2019(Bangkok) 

Source:   “Arm NN 19.08 Improvements”, Sadik Armagan & Jim Flynn,  Linaro Connect 2019(San Diego) 



4)    My Practice 
 successfully built TVM and PyTorch on RPi4 natively 

 successfully built ComputeLibrary on RPi4 natively by changing one 
line in its Scons build file 

 successfully built ARMNN on RPi4 natively with Caffe disabled  

 

 

 Next Steps 

          1. add support PyTorch support in ARM NN 

              https://pytorch.org/blog/pytorch-1-dot-3-adds-mobile-privacy- 

                quantization-and-named-tensors/ 

          

 

 

 

 

          

         2. useful components such like    

              Caffe2, QNNPACK, and Captum from PyTorch 

         3. practice TVM FPGA backend 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

… 



 ARM NN future roadmap 

        https://developer.arm.com/ip-products/processors/machine-learning/ 

         arm-nn 

 

 

 

 

 

 

 
          

 

 

 

 

 

 

 

 

 

 
 

 
 

          

 

 

 

 



X.  Monitoring, Tuning, and Debugging   
Design Goal 
 the Swiss Army Knife for our development work 

 

1)  Extending LISA 
Project LISA 
 Linux Integrated System Analysis  

 https://github.com/ARM-software/lisa 

 

 

 

 

 

 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Source:   “Linux Integrated System Analysis (LISA) & Friends ”, Patrick Bellasi,  ELC 2016 



2)    Extending ntopng 
 rethinking ntopng as a good basic framework which is extended 

as a system monitoring toolkit. In particular, it is moving towards 
eBPF-based solutions.  

 fully replace InfluxDB with our new DRedis database 

 pls also refer to my presentation "In-Kernel Virtual Machine &  

        Service" at OSDT Beijing (Nov 9, 2019)  

 … 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



3)    My Practice 
 working on a new eBPF-centric unified system(both kernel space & user 

space) monitoring, tuning, and debugging toolkit base on LISA  

 but reconstruct it from the following aspects: 

        1.  in addition to Ftrace, combining with eBPF support 

         2.  architecture redesign for better support existing Linux Kernel 

              analysis and test utilities 

         3.  integrate eBPF-oriented tools like BCC,  Drgn(github.com/osandov/ 

              drgn), and kubectl-trace(github.com/iovisor/kubectl-trace) 

               

              
 

         4.  support hardware debug interface like JTAG and SWD, integrate     

              good on-chip debugger like OpenOCD(http://openocd.org/), and  

              gradually add full CoreSight (https://developer.arm.com/ 

              architectures/cpu-architecture/debug-visibility-and-trace/ 

              coresight-architecture) support in the future  

       

 Pls refer to my presentation "Python for Linux Kernel Debugging" at 
PyCon China Hangzhou (Oct 19, 2019) for details & preliminary work 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

… 

Source:   “drgn: Programmable Debugging”, Omar Sandoval (Facebook), Linux Plumbers Conference 2019 



XI.  Security   
Overview 

 https://en.wikipedia.org/wiki/Computer_security 

 https://en.wikipedia.org/wiki/Information_security 

 https://en.wikipedia.org/wiki/Data_security 

 … 

 

1)  Reference Design 
AWS Nitro System 

 https://aws.amazon.com/ec2/nitro/ 

          

 

 

 

 

 

 

 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 



 Nitro in three parts 

         

 

 

 

 

 

 
          

 

 

 

 

 

 

 

 

 

 
 

 
 

          

 

 

 

 

Source:    “Powering Next Gen EC2 Instances--Deep Dive into the Nitro System”,  

                  Anthony Liguori,  AWS re:Invent 2018 



Security at Edge 

      o 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Source:    “StarlingX Introduction ”,  EdgeX Foundry,  Akraino Edge Stack Summit 2018 



2)    Hardware-Software Co-designed System Security 
 Hardware-Software Co-designed System and System Security 

is the trend in the real world 

 

2.1   ARM for Security 
 https://www.arm.com/products/silicon-ip-security 

Trust Zone 
 https://developer.arm.com/ip-products/security-ip/trustzone 

         On-chip security enclave that provides hardware isolation and  

         protection for sensitive material such as cryptographic keys,  

         algorithms and data 

 

 

 

 

 

 

 
 … 

 

 

 

 

 

 

 

 

 

 

 

 

 

  Source:  “EASING ACCESS TO ARM TRUSTZONE -- OP-TEE AND RASPBERRY PI 3”, Sequitur Labs Inc , Linsro Connect  LAS2016 



 ARM TrustZone based TEE Architecture 

 

 

 

 

 

 

 

 
          

 

 

 

 

 

 

 
 

 
 

          

 

 

 

 

  Source:  “Beyond TrustZone”, Rob Coombs, ARM Tech Symposia 2017(Taipei) 



PSA (Platform Security Architecture) 

 https://www.arm.com/why-arm/architecture/platform-security-
architecture 

 Beyond TrustZone - Security Enclaves 

 

 

 

 

 

 

 

 

 

 

 

 https://www.arm.com/products/silicon-ip-security/cryptoisland 

 … 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  Source:  “Beyond TrustZone”, Rob Coombs, ARM Tech Symposia 2017(Taipei) 



 PSA Firmware Framework 

 

 

 

 

 

 

 

 
          

 

 

 

 

 

 

 
 

 
 

          

 

 

 

 

Source:   “Secure Partition Runtime Library on IoT Device”, Ken Liu & Edison Ai, 

                 Linaro Connect 2019(San Diego) 



 Placement of the Secure Partition Runtime Library 

 

 

 

 

 

 

 

 
          

 

 

 

 

 

 

 
 

 
 

          

 

 

 

 

Source:   “Secure Partition Runtime Library on IoT Device”, Ken Liu & Edison Ai, 

                 Linaro Connect 2019(San Diego) 



 

 

 

 

 

 

 

 
          

 

 https://git.trustedfirmware.org/trusted-firmwarem.git/tree/docs/ 
        design_documents/tfm_secure_partition_runtime_library.rst 

 https://git.trustedfirmware.org/trusted-firmware-m.git/ 

 

 

 

 
 

 
 

          

 

 

 

 

Source:   “Secure Partition Runtime Library on IoT Device”, Ken Liu & Edison Ai, 

                 Linaro Connect 2019(San Diego) 



Trusted Firmware 

 https://www.trustedfirmware.org/ 

 

 

 

 o 

 

 

Source:   “TrustedFirmware.org Project update”, Matteo Carlini & Shebu V. Kuriakose, 

                 Linaro Connect 2019(San Diego) 



 Secure world software architecture today (TOS) 

 

 

 

 

 

 

 

 
          

 

 

 

 

 

 

 
 

 
 

          

 

 

 

 

Source:   “TrustedFirmware.org Project update”, Matteo Carlini & Shebu V. Kuriakose, 

                 Linaro Connect 2019(San Diego) 



 Secure world software architecture today 

 

 

 

 

 

 

 

 
          

 

 

 

 

 

 

 
 

 
 

          

 

 

 

 

Source:   “TrustedFirmware.org Project update”, Matteo Carlini & Shebu V. Kuriakose, 
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 Single Secure Partition (MM-based) 

 

 

 

 

 

 

 

 
          

 

 

 

 

 

 

 
 

 
 

          

 

 

 

 

Source:   “TrustedFirmware.org Project update”, Matteo Carlini & Shebu V. Kuriakose, 

                 Linaro Connect 2019(San Diego) 



 Multiple Secure Partitions (SPCI-based) 

 

 

 

 

 

 

 

 

 
          

 

 

 

 

 

 

 
 

 
 

          

 

 

 

 

Source:   “TrustedFirmware.org Project update”, Matteo Carlini & Shebu V. Kuriakose, 
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 Armv8.4 Secure EL2 Virtualization extension 
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2.2  OpenEnclave  
 https://openenclave.io/sdk/ 

 https://github.com/openenclave 

 o 

 

 

 

 

 

 

 

 

 

 

 

 

 



3) eBPF is playing a more and more important role in 
       Linux system security 
 o 

          

 

 

 

 

 

 

 

 

 

 … 

 

 

 

 

 

 

 

 

 

 

 

 

 

  Source:  “Back to the future with eBPF”, Beatriz Martínez Rubio, KubeCon Europe 2019 



eBPF-based IDS 

 o 

 

 

 

 

 

 

 

 

 

 
 https://github.com/ntop/nDPI       

         //Open Source Deep Packet Inspection Software Toolkit  

 https://suricata-ids.org/ 

 a network intrusion detection (IDS), inline intrusion prevention (IPS), 
network security monitoring (NSM) 

 https://lwn.net/Articles/737771 Using eBPF and XDP in Suricata 

 http://suricata.readthedocs.io/en/latest/capture-hardware/ebpf-
xdp.html?highlight=XDP 

 

 

 
 

or a SmartNIC 
  Source:  “Using nDPI over DPDK to Classify and Block Unwanted Network Traffic”, Luca Deri,  

                  DPDK Summit NA 2018 



XII.  Miscs   

1)  New Python Runtime 
Why is it 
 https://www.kdnuggets.com/2018/05/poll-tools-analytics-data-science-

machine-learning-results.html 

 

 

 

 

 

 

 
 

 Important Python Projects for HCI  

        Build:   Meson, SCons…               DevOps:             Ansible, SaltStack… 

         AI:        Keras, Scikit-Learn…       Data Analyst:     PyData, PySpark… 

        Cloud/DataCenter:    OpenStack, Airship(partially), Apache Airflow… 

                                             Kubernetes Operator Pythonic Framework (Kopf) 

        Security:                     a swiss knife for hackers… 

 

 

 

 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 



1.1 Previous Methods 
LLVM-based (VMKit, MCJIT…) 

 

 

 

 

 

 

 

Src2Src 

RPython + Meta-tracing 

 

 

 

 

 

 

 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

PySton 



1.2 New Ideas 
GraalVM 

 o 

 

 

 

 

 

 

RustPython 
 https://github.com/RustPython 

 

JITs 
 https://github.com/thautwarm/restrain-jit 

 https://github.com/Microsoft/Pyjion 

 … 

 

BYOD 
 The initial demo of my own solution DPython will come in next year…  



2)    FPGA 
 https://en.wikipedia.org/wiki/Field-programmable_gate_array 

 https://en.wikipedia.org/wiki/FPGA_prototyping 

 o 

 

 

 

 

 

 

 

 

 ASIC vs GPU vs FPGA as AI accelerator 

 

 

 

 

 



2.1   Next Steps in our new development cluster 
Networking 

 FPGA-based SmartNIC prototyping 

 FPGA-based programmable smart switch 

 … 

 

AI 

 FPGA-based AI accelerator 

 … 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 
 
XIII.  eBPF-centric New Design   

1)  System Architecture 
 an eBPF-centric new lightweight solution to meet our design 

goals & principles that described in section II, which is going 
to be divided into four stages  

         

 

 

 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 



Stage 1 

 

 

 

 

 

 
 



Stage 2 

 

 

 

 

 

 
 



Stage 3 

 

 

 

 

 

 
 



Stage 4 

 

 

 

 

 

 
 



1.1  TuobaOS  
 https://github.com/Yuwenfeng2019/TuobaOS 

 developer friendly Linux distribution images that target at on 
Open Hardware development boards to achieve the following 
goals gradually: 

 

Stage 1 

 base on an existed distribution like Fedora, Manjaro, and so on 

 upstreaming Linux Kernel with all the necessary HCI related 
features (e.g., eBPF, Virtualization, Debugging, Networking, 
Storage…)enabled according to our design 

 all the necessary development required packages (such as that 
for programming language runtimes, developer toolkits, 
virtualization softwares, devops utilities, HPC/AI frameworks, 
security tools, and so on) are preinstalled 

 … 

 



Stage 2 

 get rid of the old GNU softwares and corresponding 
dependencies as much as possible, such like:  

        1) remove GCC and use LLVM as the default toolchain to build          
            everything like Linux Kernel 
        2) replace glibc with musl libc (http://www.musl-libc.org/) 

 upstreaming Linux Kernel with our own customization, 
especially for eBPF related code, and an In-Kernel messaging 
bus  

 … 

 

Stage 3 

 replace musl libc with llvm-libc (https://llvm.org/docs/ 

        Proposals/LLVMLibC.html) if the later is mature enough  

 upstreaming Linux Kernel with all the In-Kernel services work 

        as expected according to our design 

 … 

 

The first release of TuobaOS images will come by the end of this 
year… 



XIV.  Wrap-up 
 

 nearly every subsystem of Linux is or will be effected by eBPF, and eBPF is 
getting better, which is also hacker friendly. 
 

 smart and modular hardware design is the general situation. 
 

 it’s time to release the power of cluster computing on high cost–performance 
ratio SBC or SOM/COM. 

 

 emerging hardware techniques like Persistent Memory (MRAM, PCRAM, 
ReRAM…) will dramatically change the underlying system design both in 
hardware and software.  

 

 our design and implementation for HCI on Edge will meet the trend of 

Hardware-Software & Kernel Space/User Space unified design of a modern 

computer system, which aims at efficiency and flexibility. 
 

 PoC and protyping development work will be gradually published at 

conferences or github -- I will continuously post the latest progress and 

promise this will be a fully open source project! 
 

 Currently, there is no uniform solution for Edge Computing, since it relies 

primarily on actual requirements from the enterprise side, while such 

requirement may different from each other, so it leaves too much room for your 

imagination!  

       

 

 

 

 

 
 
 

 

 

 

 

 

 

 

 

 

 

 

 



Q & A 
      

                                      



Thanks! 
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